Formation kinetics of the Mo(100)-Ag c(2\times2) surface alloy
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Kinetic processes that affect the formation and ordering of the Ag-induced c(2\times2) alloy at the Mo(100) surface have been investigated with low-energy electron microscopy and diffraction. A kinetic limitation to alloy formation, which is believed to be associated with the exchange of Ag for Mo surface atoms, is observed during Ag deposition below about 750 K. The controlling activation barrier is determined to be $E_{\text{act}}=0.50\pm0.17$ eV. These investigations also reveal that disorder is built into the alloy during the formation process to a degree that is determined by nucleation kinetics, which are governed by diffusion, and a diffusion barrier of $E_{\text{diff}}=0.25\pm0.03$ eV is determined. This low diffusion barrier is attributed to the formation and motion of an intermediate Ag-Mo-vacancy complex prior to exchange. Evidence of desorption is also observed above 950 K with a characteristic desorption energy of $E_{\text{des}}=2.81\pm0.34$ eV.
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I. INTRODUCTION

Atoms that are deposited on a surface of a dissimilar material may either remain on the surface as an overlayer or they may become incorporated in a surface or bulk alloy. Surface alloy formation is recognized to be a fairly common phenomenon because of its occurrence in numerous adsorbate-substrate systems. Practical interest in the chemical properties of surface alloys has led to the identification of novel chemisorption and catalytic behavior. Many previous investigations of surface alloys have focused on detailed geometric and electronic structure determination. Theoretical investigations aimed at verifying or predicting surface alloy structures have also provided key insight on the origins of surface alloy formation in diverse systems. Although the energetics that govern the stability of overlayer vs surface alloy structures can be understood in many systems, the kinetics of alloy formation and ordering is less well understood.

We have investigated the formation of the Ag-induced c(2\times2) alloy at the Mo(100) surface. Several metals are known to induce related c(2\times2) alloys at the Mo(100) and W(100) surfaces, including Cu, Ag, Au/W(100), and Cu, Ag, and Au/Mo(100). In the c(2\times2) alloy structure, metal atoms substitute for surface Mo or W atoms in a checkerboard pattern (Fig. 1), with an ideal metal coverage of 0.5 monolayer (ML). Cu and Ag-induced c(2\times2) structures were also observed on Mo(100) previously but were interpreted erroneously in terms of overlayer arrangements. In our recent investigations, first principles total energy calculations showed that Cu, Ag, and Au-induced c(2\times2) alloys on the Mo(100) surface are energetically favorable compared to c(2\times2) and (1\times1) overlayer arrangements at 0.5 ML coverage. Alloy formation in these systems was also confirmed by low-energy electron microscopy (LEEM) and diffraction (LEED) measurements.

Local density approximation calculations showed previously that the Mo(100) and W(100) surfaces are very nearly unstable with respect to the formation of a c(2\times2) vacancy array. They also demonstrated that electron depletion induced by an applied electric field can tip the balance strongly in favor of the c(2\times2) vacancy array. This result could explain why a c(2\times2) vacancy array was produced earlier in field desorption experiments on the W(100) surface in Ref. 31. Another thing that the calculations revealed is that there is no significant bond formation between metal adsorbate and substrate atoms in the alloy structure, which was interpreted to mean that the alloy is not stabilized by $d$-bonding. It also prompted the speculation that charge depletion, similar to that which is induced by an applied field, is responsible for stabilizing a vacancy array in which metal adsorbate atoms take up residence in the alloy structure. Recent calculations confirmed that charge transfer does indeed occur from the substrate to the metal adsorbate atoms in the c(2\times2) alloy structure without obvious chemical bond formation. Occupied surface states at the X point were also identified, which are shifted to larger binding energy in the alloy structure as compared to corresponding states in the vacancy array on Mo(100) and W(100). This should also clearly contribute to the stability of the alloy structures on these surfaces.

![Fig. 1. Model of the c(2\times2) alloy structure in which Ag atoms (shaded circles) replace Mo atoms (open circles) in the surface in a checkerboard arrangement. The unit cell is indicated. Two possible c(2\times2) sublattices exist on the Mo(100) surface, which are laterally shifted by one lattice vector. Coalescence of alloy domains on different sublattices produces a domain wall. The locations of Ag and Mo atoms in the domain wall (shaded circles) are not specified. The shifted registry of adjacent terraces separated by an atomic step is also shown.](image-url)
surfaces. Other factors that have not yet been identified may also contribute to the alloy stability.

In the present work, we first extend previous first principles calculations to consider the energetics of overgrowth of the Ag-induced $c(2 \times 2)$ alloy on Mo(100) by a Ag layer. The more complete view of the energy landscape (at $T=0$) that this provides is generally a useful input for understanding and modeling experimental data that identify kinetic effects in the alloy formation. For example, well-ordered $c(2 \times 2)$ alloy structures on Mo(100) and W(100) were previously observed only upon annealing a metal covered surface or during metal deposition at elevated temperature, typically higher than 700 K.\textsuperscript{22–26} We study the kinetic limitation to alloy formation at low temperature carefully here and determine the corresponding activation barrier, which is believed to be associated with the exchange of Ag for surface Mo atoms. In addition, the formation and ordering of the $c(2 \times 2)$ alloy are evidently influenced by nucleation kinetics, which are governed by diffusion. A diffusion activation barrier is determined that is too low to be realistically ascribed to a hopping diffusion mechanism and is also lower than the exchange barrier. Recognizing that the Mo(100) surface is prone to vacancy formation, we suggest that diffusion is mediated by the formation and motion of an intermediate Ag-Mo-vacancy complex prior to exchange. Evidence of desorption is also observed at higher temperature, which prevents condensation of sufficient material to attain the ideal $c(2 \times 2)$ coverage of 0.5 ML, and the activation energy for desorption is determined.

\section*{II. THEORETICAL METHOD AND RESULTS}

The total energy calculations were carried out with the local-density-functional formalism, employing ultrasoft pseudopotentials with the generalized gradient approximation (PW91) form of exchange-correlation functionals and a plane wave basis with cutoff kinetic energy of 300.0 eV.\textsuperscript{33,34} We use the standard repeated slab geometry, which consists of 11 atomic layers and a vacuum of 11 Å. All atomic positions were relaxed until the total energy converged to the order of 0.1 meV. A $12 \times 12$ uniform grid in the two-dimensional Brillouin zone was used for $k$-point sampling.\textsuperscript{35}

The calculated heats of formation per Ag atom for (A) the $c(2 \times 2)$ surface alloy at 0.5 ML coverage, (B) the $c(2 \times 2)$ overlaver at 0.5 ML, (C) the $(1 \times 1)$ overlaver at 1.0 ML, and (D) the $c(2 \times 2)$ alloy covered by a Ag monolayer at 1.5 ML are shown in Fig. 2 relative to (O) the clean surface. We denote the Ag-covered $c(2 \times 2)$ alloy at 1.5 ML coverage as $c(2 \times 2)_{1.5}$ to distinguish it from the $c(2 \times 2)$ alloy at 0.5 ML coverage. Two other possible configurations at 0.5 ML coverage are (E) a surface that is half covered by $(1 \times 1)$ overlaver and uncovered on the remaining half and (F) a surface that is one-third covered by a $c(2 \times 2)_{1.5}$ alloy and uncovered on the remaining two-thirds. The heats of formation for these configurations are indicated by the open symbols at 0.5 ML on the lines that interpolate between the points OC and OD, respectively, in Fig. 2. Another possible configuration at 1.0 ML coverage is (G) a surface that is covered by $c(2 \times 2)$ alloy on one half and by the $c(2 \times 2)_{1.5}$ alloy on the other half. The heat of formation for this configuration is indicated by the open symbol at 1.0 ML on the line AD in Fig. 2.

The heat of formation for the $c(2 \times 2)$ alloy is substantially more negative than the three other structures at 0.5 ML coverage. This indicates that the $c(2 \times 2)$ alloy is the energetically favored configuration at $T=0$. The $(1 \times 1)$ overlaver and $c(2 \times 2)_{1.5}$ alloy are both metastable at 0.5 ML and below, although the $(1 \times 1)$ is the energetically favored of the two (compare lines OC and OD in Fig. 2). On the other hand, the calculation results also indicate that overgrowth of the $c(2 \times 2)$ alloy by a Ag layer above 0.5 ML is energetically favorable compared to the conversion of the $c(2 \times 2)$ alloy to a $(1 \times 1)$ overlaver at $T=0$ (compare line AD to line AC, respectively, in Fig. 2). The heats of formation for configurations in which metal atoms are substituted for Mo in deeper layers were found to be large and positive. This is not surprising since face-centered-cubic (fcc) metals generally do not dissolve in refractory metals, which have much higher cohesive energy.\textsuperscript{36}

\section*{III. EXPERIMENTAL RESULTS AND ANALYSIS}

\subsection*{A. Experimental details}

The LEED measurements described here were performed in a low-energy electron microscope. The imaging and diffraction principles in LEEM have been described previously.\textsuperscript{37} The Mo sample was oriented to within 0.1° of the [100] direction. It was cleaned by annealing at 1200 K in an oxygen pressure of $1 \times 10^{-7}$ Torr and flashing to 2000 K. The sample temperature was measured by a W/Re 3%–W/Re25% thermocouple that was attached to the
sample holder immediately adjacent to the side of the sample. The accuracy of the temperature measurement was improved by calibrating the thermocouple at 1400 K with a disappearing filament optical pyrometer using an emissivity setting of 0.17. The growth experiments were performed by depositing Ag on the surface at various fixed temperatures and deposition rates. Ag was deposited reproducibly from an electron-beam-heated crucible in a deposition source that was equipped with water cooling and internal flux monitor by proportional ion current measurement. The pressure rose from the base pressure of $5 \times 10^{-11}$ Torr to the low $10^{-10}$ Torr range during Ag deposition. The deposition rate was calibrated by recording the deposition time required for the $c(2 \times 2)$ diffraction integrated intensity to reach a maximum at a temperature, $T=800$ K, where the alloy forms without kinetic limitation (see Sec. III C). The deposition rate is then calculated as the ideal Ag coverage in the alloy, 0.5 ML, divided by the required deposition time. The deposition rate that was determined in this way was found to scale linearly with the ion current that was detected by the internal flux monitor of the deposition source, which is the expected behavior. This calibration was performed periodically during the full duration of the investigations.

### B. Structure and morphology

The clean surface exhibited a sharp, intense $(1 \times 1)$ diffraction pattern [Fig. 3(a)], and LEEM images showed large, flat terraces separated by monoatomic steps [Fig. 4(b)]. The deposition of Ag on the Mo(100) surface produced a sharp, intense $c(2 \times 2)$ diffraction pattern [Fig. 3(b)] if the deposition temperature was sufficiently high, typically above 700 K. LEEM also revealed the nucleation and growth of many small compact islands during the initial formation of the surface alloy [Fig. 4(b)]. This dramatic change of the surface morphology occurs when Ag exchanges for surface Mo atoms, which then combine with Ag adatoms to form alloy islands. With increasing Ag coverage, alloy islands nucleate on increasingly shorter length scales [Fig. 4(c)] until the surface has a very rough appearance by the time the Ag coverage reaches the ideal coverage of 0.5 ML [Fig. 4(d)]. Thus, the alloy formation effectively converts an initially flat surface to a two-level alloy surface with alloy islands surrounded by alloyed terrace [Fig. 4(e)]. At lower deposition temperatures, formation of the $c(2 \times 2)$ alloy was kinetically limited. Information about this kinetic limitation and other kinetic processes that affect the formation of the Ag-induced $c(2 \times 2)$ alloy on Mo(100) was obtained by monitoring the integrated diffraction intensity in the $(1 \frac{1}{2} \frac{1}{2})$ spots of the $c(2 \times 2)$ diffraction pattern.

### C. Exchange

The integrated $c(2 \times 2)$ diffraction intensity increased initially during Ag deposition until it reached a well-defined maximum [Fig. 5(a)]. The maximum intensity occurred at a coverage, $\theta_\text{max}$, that is shown in Fig. 5(b) vs deposition temperature. Exceeding this coverage caused the $c(2 \times 2)$ intensity to decrease [Fig. 5(a)]. Within experimental uncertainty, $\theta_\text{max}$ was independent of the deposition rate. The data in Fig. 5(b) are averaged for deposition rates of 0.14, 0.21, 0.29, 0.39, and 0.43 ML/min, and the error bars represent the scatter for the different rates. The maximum $c(2 \times 2)$ intensity ideally occurs at a coverage of $\theta_\text{max}=0.5$ ML in the absence of kinetic limitations. According to Fig. 5(b), this is the case for deposition at 800 K and above. After reaching a peak at $\theta_\text{max}=0.5$ ML in this high-temperature range, the $c(2 \times 2)$ intensity decreased nearly to zero at 1 ML Ag coverage during deposition [Fig. 5(a)]. This suggests that dealloying and the formation of a $(1 \times 1)$ overlayer occur when the coverage exceeds 0.5 ML during deposition at 800 K and above. This experimental result is surprising because it
clearly contradicts the results of first principles calculations, which indicate that an equal mixture of $c(2 \times 2)$ and $c(2 \times 2)_{1.5}$ structures (point $G$ in Fig. 2) is energetically favorable compared to a $(1 \times 1)$ overlayer at 1 ML coverage (point $C$ in Fig. 2). The system should likewise follow a trajectory along line $AD$ in Fig. 2 (in equilibrium at $T=0$), rather than along line $AC$. However, it should be noted that the ideal $c(2 \times 2)$ alloy surface at 0.5 ML coverage disorders above

FIG. 5. (a) Integrated $c(2 \times 2)$ diffraction intensity at the $(\frac{1}{2} \frac{1}{2})$ positions vs time during Ag deposition on the Mo(100) surface at various indicated temperatures for a deposition rate of 0.21 ML/min. (b) The Ag coverage, $\theta_{\text{max}}$, corresponding to the maximum $c(2 \times 2)$ integrated intensity during deposition is plotted vs deposition temperature. The solid line is the prediction of the rate equations model [Eq. (1)] for the parameters described in the text. (c) The logarithm of the exchange rate, $R_{\text{ex}}$, determined by the rate equations model is plotted vs inverse temperature for the limiting cases, (●) $\alpha=0$ and (○) $\alpha=1$, that are described in the text.

FIG. 6. The sharp decrease of the integrated intensity in the $(\frac{1}{2} \frac{1}{2})$ LEED spots of the Mo(100)-Ag $c(2 \times 2)$ surface alloy above 800 K identifies an order-disorder transition (from Ref. 26). The intensities have been normalized to the average intensity below 800 K after correction for thermal diffuse scattering. The incident electron energy was 25.0 eV.

800 K by a dealloying mechanism.26 Disordering via dealloying converts the ordered alloy to a disordered overlayer. The decrease of the $c(2 \times 2)$ intensity that is caused by disordering above 800 K is reproduced from Ref. 26 in Fig. 6. In the transition region above 800 K, ordered $c(2 \times 2)$ alloy and disordered Ag overlayer coexist in proportions that change with temperature and produce the intensity variation in Fig. 6. The dealloying that is apparently indicated here when $\theta$ exceeds 0.5 ML during deposition above 800 K may be related to the thermal instability of the ideal alloy at $\theta = 0.5$ ML but is not fully understood. However, the incomplete understanding of dealloying above 800 K should not detract from the present discussion of alloy formation kinetics, which is based on measurements that were performed at lower temperature.

In contrast to the behavior above 800 K, a delay of the maximum $c(2 \times 2)$ intensity, $\theta_{\text{max}} > 0.5$ ML, was observed during deposition at lower temperature [Fig. 5(b)]. The decrease of the $c(2 \times 2)$ intensity after its peak at $\theta_{\text{max}}$ during deposition below 800 K also differed qualitatively from the behavior above 800 K. In particular, the $c(2 \times 2)$ intensity decreased to a nonzero minimum at a coverage that clearly exceeded 1 ML during deposition below 800 K [Fig. 5(a)]. We consider two scenarios that invoke formation of the metastable $(1 \times 1)$ overlayer and $c(2 \times 2)_{1.5}$ alloy structures to explain these two observations. A basic assumption in both cases is that the $c(2 \times 2)_{1.5}$ alloy produces a weaker $(\frac{1}{2} \frac{1}{2})$ diffraction intensity than the $c(2 \times 2)$ alloy at the energy $E = 25$ eV that the measurements were performed.

In the first scenario, the intensity behavior of present interest are attributed solely to the formation of the $c(2 \times 2)_{1.5}$ structure. The delay of $\theta_{\text{max}}$ during deposition below 800 K, in particular, could occur if a Ag layer begins to grow on the $c(2 \times 2)$ alloy before the latter completely covers the surface. The peak $c(2 \times 2)$ diffraction intensity would then occur when the resulting mixture of $c(2 \times 2)$ and $c(2 \times 2)_{1.5}$ alloys covers the surface. This condition is expressed as the constraint on the area fractions, $A$, of the two alloy structures, $1 = A_{c(2 \times 2)} + A_{c(2 \times 2)_{1.5}} = 2\theta_{c(2 \times 2)} + (2/3)\theta_{c(2 \times 2)_{1.5}}$, where
\[ \frac{d\theta_1}{dt} = R(1 - \alpha(2\theta_1)) + R_{\text{ex}}\theta_1^{(\text{eff})}, \] (1b)

where \( \theta_1 \) is the coverage of Ag atoms in the overlayers, \( \theta_{1(2 \times 2)} \) is the alloy coverage, \( R \) is the deposition rate, \( R_{\text{ex}} \) is the rate that Ag atoms exchange from positions in the overlayers to the alloy sites, and the quantities \( \theta_1^{(\text{eff})} \) and \( \alpha \) will be explained shortly. Note that \( \theta_1 \) includes individual adatoms on the pure, unalloyed Mo(100) surface as well as atoms that are present in the \((1 \times 1)\) overlayers of the pure Mo(100) surface. The first terms in this pair of equations are related to the deposition of Ag into the overlayers on areas unclaimed by the alloy [Eq. (1a)] and deposition onto the alloy [Eq. (1b)]. A portion, \( \alpha \) (where \( 0 \leq \alpha \leq 1 \)), of the atoms that land on the alloy will become incorporated into the alloy when they diffuse to the edge of the alloyed region. The complementary portion, \((1 - \alpha)\), diffuses off of the alloy and into the overlayers. In the extreme case \( \alpha = 0 \) (\( \alpha = 1 \)), all (none) of the atoms that land on the alloy are transferred to the overlayers.

The aim of the analysis is to determine the rate of exchange, \( R_{\text{ex}} \), for each deposition temperature, from which an activation energy can be determined. We begin by integrating the rate equations, Eq. (1), until the total coverage is equal to \( \theta_{1_{\text{max}}} \). Suitable values of \( R_{\text{ex}} \) are those that produce \( \theta_{1(2 \times 2)} \) and \( \theta_{1_{(1 \times 1)}} \) that satisfy the condition on the area fractions, \( \frac{2}{3} \theta_{1(2 \times 2)} + \theta_{1_{(1 \times 1)}} \), at that point. We first consider the case \( \theta_1^{(\text{eff})} = \theta_1 \). The logarithm of \( R_{\text{ex}} \) is plotted vs. inverse temperature in Fig. 5(c) for the mean deposition rate of 0.29 ML/min and the limiting cases of \( \alpha = 0 \) and \( \alpha = 1 \). The slopes of the best fit lines in this figure correspond to activation energies for exchange of \( E_{\text{ex}} = 0.55 \pm 0.09 \) eV for \( \alpha = 0 \) and \( E_{\text{ex}} = 0.48 \pm 0.08 \) eV for \( \alpha = 1 \).

We now consider the case that \( \theta_1^{(\text{eff})} < \theta_1 \) due to a “steric” constraint. Steric constraint here simply means that alloy formation is inhibited in the \((1 \times 1)\) areas of the overlayers. To quantify this, we first identify the quantity \( \theta_1^{(\text{eff})} = \theta_1/(1 - 2\theta_1) \). This is the local overlayers coverage on the area that is unclaimed by the alloy. In a mean-field sense, steric constraint to alloy formation occurs when \( 0.5 < \theta_1^{(\text{eff})} \approx 1 \), because some portion of the overlayers must be in the \((1 \times 1)\) phase on average in this range. That portion can be straightforwardly shown to be \( \theta_{1_{(1 \times 1)}} = (2\theta_1 - 1)(1 - 2\theta_1) \), while the remaining portion is isolated Ag adatoms and provides the definition of \( \theta_1^{(\text{eff})} = 1 - \theta_1^{(\text{eff})} = 1 - 2\theta_1^{(\text{eff})} \). Note that these definitions yield \( \theta_{1_{(1 \times 1)}} + \theta_1^{(\text{eff})} = \theta_1 \), as they should. When \( \theta_1^{(\text{eff})} = 1 \), they also simplify to \( \theta_1^{(\text{eff})} = 0 \) and \( \theta_{1_{(1 \times 1)}} = \theta_1 \). This means that all overlayers atoms are in the \((1 \times 1)\) phase at that point, which by definition occurs at \( \theta_{1_{\text{max}}} \). The exchange from overlayers to alloy is also quenched at that point according to the second terms in Eq. (1).
On the other hand, steric constraint is absent and \( \theta_t(\text{eff}) = \theta_t \) when \( \theta_t' \leq 0.5 \). The rate of exchange, \( R_{ex} \), is then determined by integrating the rate equations, as above, using the definition of \( \theta_t(\text{eff}) \) subject to steric constraint. In this case, the plots of the logarithm of \( R_{ex} \) vs inverse temperature have a similar linear appearance as the plots in Fig. 5(c). Activation energies for exchange subject to steric constraint are determined from the slopes of these plots to be \( E_{ex} = 0.52 \pm 0.09 \) eV for \( \alpha = 0 \) and \( E_{ex} = 0.44 \pm 0.08 \) eV for \( \alpha = 1 \).

Nearly identical activation energies are determined also for the other deposition rates that were used in the experiment. This occurs in the analysis because the optimal fit to the data apparently forces \( R_{ex} \) to be proportional to \( R \). The ratio of the formation rates of overlayer and alloy [divide Eq. (1a) by Eq. (1b)] is then independent of \( R \). In this way, the rate equation model can account for the experimental observation that the value of \( \theta_{t \text{max}} \) is independent of deposition rate within experimental uncertainty.

The dependence of \( \theta_{t \text{max}} \) upon deposition temperature can now be predicted using the rate equations. This is shown by the solid curve in Fig. 5(b) for the case of \( \theta_t(\text{eff}) = \theta_t, \alpha = 1 \). This model predicts that the alloy does not form during deposition at 300 K and the weak onset of alloy formation during deposition above about 400 K. Similar results are obtained for the other cases of \( \theta_t(\text{eff}) \) and \( \alpha \) that were considered. This is in agreement with experimental observations of periodic diffraction intensity oscillations that indicate layer-by-layer growth during deposition at 300 K.

D. Diffusion

The maximum \( c(2 \times 2) \) integrated intensity during Ag deposition depended strongly on the deposition rate and deposition temperature [Fig. 7(a)]. Specifically, we found that the maximum \( c(2 \times 2) \) integrated intensity decreased when the deposition rate was increased in the range from 0.04 to 0.80 ML/min. The \( c(2 \times 2) \) integrated intensity also decreased when the deposition temperature was reduced in the range from 792 to 649 K. Similar systematic experiments were not performed at lower temperature. The \( c(2 \times 2) \) intensity data shown in Fig. 7(a) were all obtained under identical diffraction conditions, i.e., incident electron energy, \( E = 25 \) eV, and normal incidence. All of the data for different rates at the same temperature were obtained on the same day in random order. This means that the systematic dependence of intensity upon deposition rate shown in Fig. 7(a) is not caused by other unknown factors. The instrumental parameters that affect the measured intensity (incident beam current, detector signal amplification) were also calibrated on different days by repeating standard deposition temperature and rate conditions (\( T = 792 \) K, \( R = 0.14 \) ML/min).

Because of the basic relationship between integrated \( c(2 \times 2) \) intensity and \( c(2 \times 2) \) coverage, \( \theta_t(2 \times 2) \), we must first consider the possibility that the behavior shown in Fig. 7(a) is another manifestation of the exchange kinetic limitation, which is the subject of Sec. III C. However, it was clearly shown [cf. Fig. 5(b)] that the kinetic limitation to alloy formation is minimal at 750 K and above. Although the exchange kinetic limitation is responsible for reducing the optimum \( c(2 \times 2) \) coverage, \( \theta_t(2 \times 2) < 0.5 \) ML, at lower temperature, it was also noted in Sec. III C that this effect is apparently independent of the deposition rate within experimental uncertainty. We must also point out here that the integrated intensities in Fig. 7(a) have been normalized to unity at deposition rate \( R = 0 \) through the model described below. This normalization already accounts for the reduction.
of the c(2×2) coverage due to the exchange kinetic limitation at lower temperatures. Even after normalization, the c(2×2) intensity exhibits a strong temperature dependence in Fig. 7(a) that is about a factor of three times stronger than could be attributed to the kinetic limitation to alloy formation.

We suggest that the behavior depicted in Fig. 7(a) may be a consequence of nucleation processes that occur during alloy formation. There exist two c(2×2) sublattices on the Mo(100) surface that are laterally shifted by one lattice vector in the surface [010] or [100] directions (Fig. 1). Alloy domains nucleate randomly and with equal probability on the two sublattices. Coalescence of c(2×2) domains that nucleate on the same sublattice do not disrupt the c(2×2) structure. However, coalescence of “antiphase” c(2×2) domains that reside on different sublattices produces a domain wall (Fig. 1). It is also already established (cf. Fig. 4) that nucleation and growth of compact alloy islands occurs during alloy formation. Due to the shifted registry of adjacent layers at the body-centered-cubic (bcc) (100) surface, an effective domain wall is also present at every atomic step between alloy islands and the alloy in the surrounding terrace (Fig. 1). If the domain walls within a terrace or the island edge perimeters scatter weakly into the c(2×2) diffraction positions, then the integrated diffraction intensity will be sensitive to the total domain wall and/or island edge lengths. This would be the case if the scattered intensity from these boundaries appears away from the c(2×2) diffraction positions for any reason, for example, if the boundary is disordered and produces a diffuse intensity over the entire Brilliouin zone. The total boundary lengths are related to the domain and island densities. Therefore, the dependence of the integrated intensity on the deposition temperature and rate [Fig. 7(a)] is ultimately determined by the details of domain and/or island nucleation kinetics.

To begin with, we write the integrated intensity with weakly scattering domain walls (or island perimeters) present as

\[ I = I_o \left(1 - c_o \frac{\delta N}{N}\right), \tag{2} \]

where \( I_o \) is the intensity for a perfect single domain surface alloy with no walls, \( N \) is the total number of Ag atoms embedded in the alloy and illuminated by the incident beam, \( \delta N \) is the number of those atoms that reside in domain walls, and \( c_o \) describes the suppression of scattering into the c(2×2) positions by domain walls (0 ≤ \( c_o \) ≤ 1). The number \( \delta N \) is proportional to the domain wall length (and width). Domain walls form in the alloy when all of the nucleated (antiphase) domains coalesce. Therefore, the total domain wall length is proportional to the perimeter of all domains. Assuming that \( n \) compact domains nucleate, the total domain wall length scales as \( \sim n^{1/2} \). Therefore, the key to understanding the experimental data in Fig. 7(a) lies in appreciating how the saturation domain number depends upon deposition temperature and rate. Similar statements can be made for weakly scattering alloy island perimeters, except that alloy islands do not coalesce [see Fig. 4(e)].

According to the classical theory for overlayer island nucleation, the saturation island number for the case of complete condensation in two dimensions is given by \( n \sim e^{-E_i/[2(\pi^2)E_i]} \delta N_{iEdif}/(2(\pi^2)kT) \), where \( i \) is the critical island size, \( E_i \) is the critical island binding energy, and \( E_{iEdif} \) is the diffusion energy.\(^{40}\) We propose that this result also applies to two-dimensional surface alloy domain nucleation. Substituting the nucleation theory result for the saturation number into the expression for the intensity [Eq. (2)], we obtain

\[ I \sim I_o \left(1 - e^{-E_i/[2(\pi^2)E_i]} \delta N_{iEdif}/(2(\pi^2)kT) \right), \tag{3} \]

where \( c_e \) is the product of \( c_o \) and proportionality constants relating \( \delta N/N \) to \( n^{1/2} \) and \( n \) to \( R \).

The expression for the intensity, Eq. (3), was fit to the rate-dependent integrated c(2×2) intensity data for each temperature, treating \( c_e = c_o e^{-E_i/[2(\pi^2)E_i]} \delta N_{iEdif}/(2(\pi^2)kT) \) and \( i \) as fit parameters, with encouraging results that are indicated by the solid curves through the data points in Fig. 7(a). The best fit value of \( i = 1 \) and the values of \( c_e \) that are shown in Fig. 7(c) were determined for the different temperatures. For the case of \( i = 1 \), the binding energy is \( E_i = 0 \) by definition.\(^{41}\) Therefore, the slope of \( \ln(c_e) \) vs inverse temperature in Fig. 7(c) determines the diffusion energy \( E_{iEdif} = 0.25 \pm 0.03 \) eV.

The assessment of nucleation kinetics based on treatment of the integrated c(2×2) diffraction intensity is verified by examining the c(2×2) diffraction line shape, which provides an independent and direct measure of feature size. In particular, the characteristic feature size (domain or island radius) is given by \( r = 2\pi/\Gamma \), where \( \Gamma \) is the c(2×2) diffraction spot full width at half maximum (FWHM) after deconvolution of the instrumentally limited width. The instrumentally limited diffraction spot had a Gaussian line shape with a FWHM of 0.03 Å\(^{-1} \), corresponding to an instrumental transfer width of just over 400 Å. According to the arguments given above, the saturation domain or island number \( n \) increases when the deposition temperature is reduced or when the deposition rate is increased. The feature size must also decrease in a way that is consistent with the increase of the feature number. For compact domains or islands, the perimeter of a single feature, \( P_1 \), is proportional to \( r \) and the feature area, \( A_1 \), is proportional to \( r^2 \). Equation (2) can now be written in a form related to the quantities \( P_1 \) and \( A_1 \) as

\[ I \sim I_o \left(1 - e^{-P_1/[A_1]} \right), \tag{4} \]

where \( c_e \) contains information about the width of the weakly scattering boundary (domain wall or island edge) and its possible lengthening due to meandering about the mean compact feature shape. In other words, \( c_e \) is an effective width. For circular or square features, \( P_1 / A_1 = 2/r \). From analysis of the c(2×2) diffraction spot profile, we find that \( r \) decreases from 91 Å to 46 Å when the deposition rate is increased from 0.03 ML/min to 0.73 ML/min at 700 K. The corresponding variation of the normalized c(2×2) intensity, \( I/I_o \), according to Eq. (4) is shown in Fig. 7(b). For comparison, Fig. 7(b) also shows the normalized integrated intensity, which is obtained simultaneously by integrating the line-shape, and the best fit of Eq. (3) with \( i = 1 \) and \( \ln(c_e) \)
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E. Desorption

The alloy order-disorder transition that is indicated by the sharp decrease of the c(2 × 2) integrated diffraction intensity above 800 K (Fig. 6) is obviously one factor that sets an upper temperature limit on the existence of the alloy. Additionally, evidence of desorption was observed at temperatures exceeding 990 K, i.e., near the inflection point of the disordering transition. Desorption was evident in the re-

sponse of the c(2 × 2) intensity under different conditions. First, in order to maintain a constant c(2 × 2) intensity over time in this temperature range, it was necessary to establish adsorption/desorption balance by exposing the surface con-

tinuously to an incident Ag flux from the deposition source. Excessive or insufficient deposition flux caused the c(2 × 2) intensity to decrease due to Ag coverage exceeding or falling short of the ideal, 0.5 ML, respectively. At higher tempera-

tures, exposure to a higher incident flux was required in or-

der to establish the adsorption/desorption balance and to maintain a constant c(2 × 2) intensity. Alternatively, the sur-

face could be cycled through the ideal coverage by repeat-

edly depositing slightly in excess and desorbing to slightly less than 0.5 ML coverage. During this procedure, the c(2 × 2) intensity repeatedly increased and decreased, attaining a maximum each time the coverage passed through 0.5 ML, during adsorption and desorption [Fig. 8(a)]. We take advantage of this effect to determine the desorption energy.

The desorption energy was determined as follows. At fixed temperature, Ag was deposited to a coverage slightly, dθ ML, in excess of the ideal coverage of 0.5 ML. Then, the time required, dt, to desorb the excess material in the absence of the incident Ag flux was determined by monitoring the rise of the c(2 × 2) intensity to a peak.42 For example, Fig. 8(a) shows the rise of the c(2 × 2) intensity during desorption of excess Ag at 995 K. Assuming first-order desorption kinetics, the desorption rate is equal to the Ag coverage times the usual Arrhenius expression for the desorption rate

\[ \frac{dθ}{dt} = \theta(v e^{-E_{des}/kT}), \]

where \( E_{des} \) is the desorption energy and \( v \) is the attempt frequency. The complication is that the surface is not homogene-

ous at these temperatures. Part of the Ag is in alloy sites and part in overlayer sites. A further complication is that the inhomogeneity varies as the temperature is changed (see Fig. 6). Desorption may take place uniformly from all sites, from c(2 × 2) alloy only or from the disordered overlayer only. Fortunately, the portion of Ag in alloy sites is known from the normalized c(2 × 2) intensity, \( I_{\text{norm}} \), shown in Fig. 6.

The normalized intensity of 1 below 800 K corresponds to 100% of the Ag, or 0.5 ML, in alloy sites. The Ag coverage in alloy sites above 800 K is then just \( \theta = (0.5 \text{ ML})I_{\text{norm}} \). The amount of Ag in disordered overlayer sites is complementary, \( \theta = (0.5 \text{ ML})(1-I_{\text{norm}}) \). The desorption energy is then determined by examining a plot of \( \ln[(1/\theta)(dθ/dt)] \) vs inverse temperature. This is shown in Fig. 8(b) for the three possible choices of \( \theta = 0.5 \text{ ML}, \theta = 0.5 \text{ ML}, \) and \( \theta = 0.5 \text{ ML} \). Approximate linear behavior is observed with slopes that correspond to desorption activation energies of \( E_{des} = 2.81 \pm 0.34 \text{ eV}, 4.48 \pm 0.41 \text{ eV}, \) and \( 1.94 \pm 0.26 \text{ eV} \) for desorption from alloy and overlayer simultaneously, alloy only, and overlayer only, respectively. The corresponding desorption prefactors that are determined from the intercepts of the lines in Fig. 8(b) at 1000/K = 0 are \( \nu = 2.0 \times 10^{2+1.7} \text{ s}^{-1} \) (alloy and overlayer simultaneously), \( 1.9 \times 10^{2+2} \text{ s}^{-1} \) (alloy only), and \( 1.6 \times 10^{8+1.3} \text{ s}^{-1} \) (overlayer only).

IV. DISCUSSION

The dependence of the integrated c(2 × 2) diffraction intensity upon deposition rate and temperature reveals how...
elementary kinetic processes—exchange, nucleation, diffusion, and desorption—can affect the formation and ordering of the Ag-induced \(c(2 \times 2)\) alloy at the Mo(100) surface. A kinetic limitation to alloy formation, which is believed to be imposed by an activation barrier for exchange of Ag for surface Mo atoms, becomes evident during deposition below about 750 K. A signature of this kinetic limitation is that the optimal formation of the \(c(2 \times 2)\) alloy is delayed until a Ag coverage is reached that exceeds the ideal coverage, 0.5 ML, of the alloy. The required excess increases as the deposition temperature is lowered [Fig. 5(a)]. The view that we have taken is that the excess material is consumed by the formation of a \((1 \times 1)\) Ag overlayer in parallel with the alloy and/or by the overgrowth of the alloy by a Ag layer prior to the optimal Ag coverage. The overgrown alloy is also referred to as a \(c(2 \times 2)_{1.5}\) alloy. Theoretical calculations (Fig. 2) indicate that both the \((1 \times 1)\) overlayer and the \(c(2 \times 2)_{1.5}\) alloy are metastable at coverages of less than 0.5 ML. However, the \((1 \times 1)\) overlayer is the energetically favored of these two metastable structures. The implication is that Ag may migrate off of the \(c(2 \times 2)\) alloy and onto the pure Mo surface, but the reverse will not happen. Additional detailed arguments have been given in Sec. III C as to why the overgrowth of the alloy is an unlikely cause for the required Ag excess.

An activation barrier for alloy formation is determined from the temperature dependence of the required Ag excess using a mean-field rate equation model [Eq. (1)]. Various cases were considered by setting parameters, \(\alpha\) and \(\theta_{1}(\text{eff})\), in the model. The parameter \(\alpha\) \((0 \leq \alpha \leq 1)\) describes the fate of Ag atoms that are deposited directly on the alloy. In one extreme case, \(\alpha=0\), all atoms that are deposited on the alloy migrate to areas that are unclained by the alloy and add to the coverage, \(\theta_{1}\), on these areas. In the other extreme, \(\alpha=1\), atoms that are deposited on the alloy eventually incorporate into the alloy without first adding to \(\theta_{1}\). Activation energies of \(E_{\alpha}=0.55\pm0.09\) eV for \(\alpha=0\) and \(E_{\alpha}=0.48\pm0.08\) eV for \(\alpha=1\) are determined when all of the atoms present on areas unclained by alloy can effectively exchange, \(\theta_{1}(\text{eff})=\theta_{1}\). On the other hand, activation energies of \(E_{\alpha}=0.52\pm0.09\) eV for \(\alpha=0\) and \(E_{\alpha}=0.44\pm0.08\) eV for \(\alpha=1\) are determined when we consider that some portion of \(\theta_{1}\) must reside in the \((1 \times 1)\) overlayer on average, and this portion is excluded from exchanging into the alloy. This case is described in more detail in Sec. III C. The average of the activation energies for these four cases, \(E_{\alpha}=0.50\pm0.17\) eV, is taken to be the characteristic barrier. We also note that the linear fits to the data in Fig. 5(c) imply characteristic attempt frequencies that are orders of magnitude smaller than the typical frequency, \(10^{12}-10^{13} \text{ s}^{-1}\), for atomic processes. This highlights the shortcoming of a rate equation model, which contains no information on the spatial dependence of the exchange process. For example, exchange may occur at the edges of existing alloy domains, at steps, or through the concerted effort of two or more Ag atoms. In other words, it is difficult to interpret the attempt frequency that is determined by the rate equation model. Despite this shortcoming, the rate equation model and the obtained parameters correctly predict that the alloy does not form during deposition at 300 K [solid line in Fig. 5(b)], in agreement with experimental observations.

A well-ordered Pd-induced \(c(2 \times 2)\) alloy was also produced on the Mo(100) surface if deposition was carried out at 780 K, but the formation of this alloy was noticeably suppressed during deposition at 580 K.\(^{25}\) Similarly, annealing at 800 K was required to produce \(c(2 \times 2)\) alloys on the W(100) surface from metal overlayers that were deposited at 300 K.\(^{22,24}\) For comparison, several \(c(2 \times 2)\) alloys are known to form on fcc (100) surfaces without any apparent exchange limitation at 300 K or below, in some cases, including alloys of Au,\(^{4}\) Pd,\(^{5}\) Mn,\(^{6}\) and Mg\(^{7}\) on Cu(100), Mn\(^{8}\) and Sn\(^{9}\) on Ni(100), Mn on Pd(100),\(^{10}\) Ag(100),\(^{11}\) and Co/Cu(100),\(^{12}\) Li\(^{13}\) on Al(100), and Au\(^{14}\) on Mn(100). A Sn-induced \(p(3 \times 2 \times 2)R45^\circ\) alloy, which is closely related to the \(c(2 \times 2)\) alloy structure, also forms on the Cu(100) surface at 300 K.\(^{15}\) Similar to the \(c(2 \times 2)\) alloys on Mo(100) and W(100), these alloys are confined to the topmost layer and contain 0.5 ML of deposited metal atoms. The formation of these fcc (100) surface alloys at low temperature implies that the exchange barriers on the fcc (100) surfaces are smaller than on W(100) and Mo(100). Besides different substrate crystal structures, this particular difference between the alloy formation kinetics on bcc Mo(100), W(100), and the fcc metal (100) surfaces is consistent with differences in the substrate bulk cohesive energies, which are 6.82 eV/atom for Mo and 8.90 eV/atom for W as compared to 2.92 (Ag), 3.39 (Al), 3.49 (Cu), 3.89 (Pd), and 4.44 (Ni) eV/atom.\(^{36}\) The corresponding quantity for fcc Co films on Cu(100) probably does not exceed the value of 3.49 eV/atom for bulk Co. On the other hand, the formation of some other \(c(2 \times 2)\) alloys at the fcc(100) surfaces are known to require thermal activation above 300 K, including Pt/Cu(100),\(^{16,17}\) Al/Ni(100),\(^{18}\) and Mn/Au(100).\(^{19}\) However, there is good evidence that deposited metal atoms penetrate beyond the surface layer in these alloys. A transition from surface layer to subsurface layer sites also occurs upon annealing the Cu(100)-Pd \(c(2 \times 2)\)\(^{30}\) and Pd(100)-Mn \(c(2 \times 2)\)\(^{10,21}\) alloy systems. Penetration of metal atoms beyond the surface layer involves a more dramatic atomic rearrangement and therefore confronts a larger activation barrier.

We have also found striking evidence that disorder is introduced during alloy formation and that the degree of disorder is dictated by nucleation kinetics. This evidence is present in the dependence of the \(c(2 \times 2)\) integrated diffraction intensity and diffraction linewidth upon deposition temperature and deposition rate (Fig. 7). The perimeters of alloy islands and antiphase domain walls that form when antiphase alloy domains converge are identified as two possible locations of alloy disorder. A general model, which employs an expression for the saturation island number from classical nucleation theory to describe nucleation kinetics of either feature (islands or domains), can account for the experimental results. Further investigations are required to distinguish whether domain walls or island edges or both are responsible for modifying the diffraction intensity and diffraction linewidth. Nevertheless, the present lack of clarity on this point does not affect the conclusion that nucleation kinetics influence the alloy formation and ordering, or the reliability of the critical feature (island or domain) size and diffusion energy.
that were determined from this analysis. This analysis reveals that the critical feature size is \(i=1\), a result that is often found in island nucleation on (100) surfaces.\(^{41}\) The diffusion energy that was determined from this analysis, \(E_{\text{diff}}=0.25\pm0.03\) eV, is somewhat smaller than diffusion energies that are typically found for hopping diffusion on open metal surfaces, such as the bcc(100).\(^{43}\) For example, the activation energy for Ni diffusion on the W(100) surface was determined to be \(E_{\text{diff}}=1.03\) eV.\(^{44}\)

The low diffusion barrier that is determined here is reminiscent of the low barriers that may be associated with an exchange diffusion mechanism. For example, first principles theoretical calculations showed that the barrier for self diffusion by an exchange mechanism is a factor of three lower than the hopping diffusion barrier on the Al(100) surface.\(^{45}\) The fault with this explanation for Ag diffusion on Mo(100) is that an exchange produces a Mo adatom and immobilizes the Ag atom. Instead, we suggest that diffusion is mediated by the formation and motion of an intermediate Ag-Mo-vacancy complex prior to exchange (Fig. 9). This complex is modeled on the precedent Re-Ir-vacancy complex that was observed on the Ir(100) surface with field ion microscopy.\(^{46}\) The Re-Ir-vacancy complex is produced by partial displacement of the substrate Ir atom out of the surface and partial insertion of the Re atom along the in-plane surface [110] or equivalent directions [Fig. 9(b)]. It was also observed that the Re-Ir-vacancy complex can rotate in-plane by 90° [Fig. 9(c)]. This is crucial if the vacancy complex is to mediate diffusion of Ag on the Mo(100) surface. In particular, we propose that the Ag-Mo-vacancy complex can also unbind after rotation, thereby producing a Ag adatom that is displaced from its initial position by one lattice site in the surface [100] direction [Fig. 9(d)]. The Ag adatom is then free to form another Ag-Mo-vacancy complex with any of the four underlying Mo atoms. Repeated vacancy complex formation, rotation, and unbinding can accomplish diffusive motion over large distances. The physical picture that emerges from these investigations is that Ag adatoms diffuse on the Mo(100) surface by the formation and motion of Ag-Mo-vacancy complexes with a low activation barrier. Unbinding of the Ag-Mo-vacancy complex that results in a Ag atom embedded in the surface occurs less frequently due to the somewhat higher exchange barrier.

Finally, we remark on the thermal desorption of Ag at elevated temperature. Desorption ultimately prevents condensation of sufficient material to attain the ideal \(c(2 \times 2)\) coverage of 0.5 ML, unless the deposition rate is increased appropriately. However, compensation of desorption flux by increasing the deposition flux at higher temperature does have its limits. Evidence of thermal desorption was observed at temperatures above the inflection point of an order-disorder phase transition of the alloy. The transition converts the ordered alloy to a disordered overlayer. Therefore, three possible situations were considered in the analysis of the desorption energy. These were that desorption takes place from alloy sites only, from disordered overlayer sites only, or effectively from both overlayer and alloy sites, and the corresponding results for the desorption energy for these three possibilities were \(E_{\text{des}}=4.48\pm0.41\) eV, \(1.94\pm0.26\) eV, and \(2.81\pm0.34\) eV, respectively. Assuming detailed balance, we believe that desorption must be treated in the analysis as deriving from both alloy and overlayer sites simultaneously. In support of this conclusion, we note that the desorption prefactor that was determined for this case, \(v=2.0 \times 10^{12}\) s\(^{-1}\), is physically reasonable. The desorption prefactor that were determined assuming that desorption occurred from overlayer sites only or from alloy sites only were orders of magnitude smaller or larger, respectively, which are unphysical. These two possibilities must therefore be ruled out.

V. CONCLUSIONS

The formation of the Mo(100)-Ag \(c(2 \times 2)\) surface alloy is influenced by the kinetics of several atomistic processes. Disorder is built into the alloy during the formation process to a degree that is determined by nucleation kinetics, which are governed by diffusion. Disorder may be related either to domain walls that form upon coalescence of antiphase domains or to alloy island perimeters. An expression for the saturation island number from classical nucleation theory is a central part of a model that is introduced to evaluate the data, and that is generally applicable to either source of disorder. A diffusion energy is determined from the analysis, \(E_{\text{diff}}=0.25\pm0.03\) eV. This is unusually low for hopping diffusion on an open bcc (100) surface and is attributed instead to a partial exchange diffusion mechanism mediated by a Ag-Mo-vacancy complex. Further work is needed to clarify the dominant source of alloy disorder. If domain walls are responsible, then we can conclude that domain nucleation is governed by atomistic processes that are analogous to those
that dictate overlayer island nucleation. A kinetic limitation to alloy formation, which is believed to be associated with the exchange of Ag for Mo surface atoms, is also observed during Ag deposition below 750 K. A rate equation model is presented that includes the formation of a Ag overlayer and $c(2 \times 2)$ alloy in parallel and in series. The controlling activation barrier is determined from the model analysis to be $E_{\text{act}}=0.50\pm0.17$ eV. This model also correctly predicts that the alloy does not form at 300 K, in agreement with experimental observations. Thermal desorption of Ag is also observed at above 950 K, which prevents condensation of sufficient material to attain the ideal $c(2 \times 2)$ coverage of 0.5 ML unless the deposition rate is increased appropriately. The desorption energy $E_{\text{des}}=2.81\pm0.34$ eV and prefactor $\nu=2.0 \times 10^{12} \pm 1.7$ s$^{-1}$ were determined.
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39 The area per domain is $A_n=A/n$, where $A$ is the total area and $n$ is the number of domains. The perimeter of each compact domain is proportional to the square root of its area, $P_n \sim A_n^{1/2}$. The total perimeter is proportional to the product of the number of domains and the perimeter per domain, $P \sim nA_n^{1/2} - n^{1/2}$.
42 The time interval $dt$ actually also includes the short time that the excess Ag is deposited, because desorption continues to take place during the deposition.