Net comparison: an adaptive and effective method for scene change detection

Wei Xiong, John Chung-Mong Lee, Ding-Gang Shen

Technical Report HKUST-CS95-12
April 13, 1995

*Department of Computer Science
The Hong Kong University of Science and Technology
Clear Water Bay, Kowloon, Hong Kong

†This research was supported by Sino Software Research Centre under grants SSRC92/93.016 and SSRC93/94.EG16.
Abstract

As video information proliferates, managing video sources becomes increasingly important. Automatic video partitioning is a prerequisite for organizing and indexing video sources. Several methods have been introduced to tackle this problem, e.g., pairwise and histogram comparisons. Each has advantages, but all are slow because they entail inspection of entire images. Furthermore, none of these methods have been able to define camera break and gradual transition, which are basic concepts for partitioning.

In this paper, we attempt to define camera break. Then, based on our definition and probability analysis, we propose a new video partitioning algorithm, called NET Comparison (NC), which compares the pixels along predefined net lines. In this way, only part of the image is inspected during classification. We compare the effectiveness of our method with other algorithms such as pairwise, likelihood and histogram comparisons, evaluating them on the basis of a large set of varied image sequences that include camera movements, zooming, moving objects, deformed objects and video with degraded image quality. Both gray-level and HSV images were tested and our method outperformed existing approaches in speed and accuracy. On average, our method processes images two to three times faster than the best existing approach.
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1 INTRODUCTION

The information time brings us an enormous number of video sources. Video cassette tapes and laser-discs are used for many purposes such as entertainment, instructions, scientific record, art storage and so on. To make good use of the video information, we need to analyze and index video tapes and laser-discs. Video partitioning is one of the key issues for video index, video analysis and video communication. It is tedious, time-consuming and even impossible to do the job manually. Automatic video partitioning is therefore attracting more and more researchers’ attention.

The partitioning process involves the detection of boundaries between uninterrupted segments (camera shots) of screen time, space or graphic configurations. These boundaries are commonly known as transitions. Transitions can be classified into two categories, gradual and instantaneous. The most common transition is camera break. Although video partitioning research has been carried out for many years, basic concepts like camera break and gradual transition have never been well defined.

Several methods such as pairwise comparison, likelihood comparison and histogram comparison have been introduced [1, 2]. These methods have their merits and limitations. For example, histogram comparison is quite simple but ignores spatial information and, therefore fails to detect camera breaks in some cases[3]. Both pairwise comparison and likelihood comparison make use of spatial information but the former one is too sensitive in some cases and easily causes false alarms while the latter one has complex computational problem. One common problem of all of the existing methods is time-consuming. This is because these methods are based on idea of inspecting the entire image.
In this paper, we attempt to give a reasonable definition for camera break. Then, based on our definition and probability analysis, we propose a new video partitioning algorithm called Net Comparison (NC), which compares the pixels along the predefined net lines. In this way, only part of the image is inspected during the classification process. In our experimental results, we shall contrast the effectiveness of our method with other existing algorithms such as pairwise, likelihood and histogram comparisons. Our method has been evaluated based on a large set of various video sequences that include camera movements, zooming, moving objects, deformed objects and degraded quality images. Both gray-level and HSV images were tested and our method out-performed existing approaches in speed and accuracy. On average, our method processes an image two to three times faster than the best existing approach.

2 RELATED METHODS

Conventional camera break detection algorithms can be divided into two basic categories: Pairwise comparison and Histogram comparison.

1. Pair-wise Comparison

There are two basic algorithms in this category:

(a) Pairwise

In Pairwise Comparison, successive frames are examined point by point. Each pixel is compared with the corresponding pixel in the successive frame. If the frame-to-frame difference of gray levels exceeds a threshold, a camera break is
declared. The frame-to-frame difference \( d(i, i+1) \) of frame \( i \) and frame \( i+1 \) is computed as follows

\[
d(i, i + 1) = \sum_{x=0}^{W-1} \sum_{y=0}^{H-1} |g(i, x, y) - g(i + 1, x, y)|
\]

where \( g(i, x, y) \) denotes the gray level of the pixel at \( (x, y) \) in frame \( i \), \( W \) and \( H \) are the width and height of a frame respectively.

(b) Likelihood

A frame is divided into uniform regions. The mean and variance of each region are computed, and the likelihood ratio of each corresponding regions is then computed. If the frame-to-frame difference exceeds a threshold, a camera break is declared. The frame-to-frame difference \( d(i, i+1) \) of frame \( i \) and frame \( i+1 \) is computed as follows

\[
d(i, i + 1) = \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} I(i, i + 1, p, q)
\]

\[
I(i, i + 1, p, q) = \begin{cases} 
1 & \text{if } L(i, i + 1, p, q) > T \\
0 & \text{otherwise}
\end{cases}
\]

\[
L(i, i + 1, p, q) = \frac{[v(i, p, q) + v(i+1, p, q)] + (m(i, p, q) - m(i+1, p, q))^2}{v(i, p, q)v(i + 1, p, q)}
\]

where \( L(i, i+1, p, q) \) is likelihood ratio, \( v(i, p, q) \) and \( m(i, p, q) \) are the mean and variance of intensity values for region \((p, q)\) of frame \( i \). \( P \times Q \) denotes the number of regions in a frame.
2. Histogram Comparison

There are two basic algorithms in this category:

(a) Global Histogram Comparison

This method makes use of gray level histograms of frames. If the difference between the histograms of two consecutive frames exceeds a threshold, a camera break is declared between the two frames. The frame-to-frame difference \( d(i, i+1) \) of frame \( i \) and frame \( i+1 \) is computed as follows

\[
d(i, i+1) = \sum_{l=0}^{G-1} |h(i, l) - h(i+1, l)|
\]

where \( h(i, l) \) denotes the histogram value at gray level \( l \) for frame \( i \), \( G \) is the number of possible gray levels.

(b) Local Histogram Comparison

A frame is divided into uniform, non-overlapping regions. Gray level histogram of each region (local histograms) are computed and compared to corresponding regions of the successive frame. If the overall gray-level difference exceeds a threshold, a camera break is declared. The frame-to-frame difference \( d(i, i+1) \) of frame \( i \) and frame \( i+1 \) is computed as follows

\[
d(i, i+1) = \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} H_{\text{diff}}(i, i+1, p, q)
\]

\[
H_{\text{diff}}(i, i+1, p, q) = \sum_{l=0}^{G-1} |h(i, p, q, l) - h(i+1, p, q, l)|
\]
where \( h(i,p,q,l) \) denotes the histogram value at gray level \( l \) for region \((p,q)\) of frame \( i \), \( G \) is the number of possible gray levels.

These algorithms can be used for either gray level images or color images[1, 4]. Several (6) bits of RGB are recommended for representing the color images[5].

### 3 NET COMPARISON

Before discussing the camera break detection algorithm, we must make clear what camera break is. As pointed out earlier, camera break is instantaneous transition. As this concept may cause ambiguity in some cases, we try to give a formal definition for camera break.

Suppose we uniformly and consecutively divide the image into small non-overlapping square areas (see Figure 1), we call these areas base windows, denoted by \( B_{ij} \) (\( i,j=0,1,2,... \)).

![Figure 1: Base windows](image)

Let \( D_n \) denotes the mean-value difference between the corresponding base windows of two consecutive images in the non-break case while \( D_c \) in the camera break case. Our purpose is try to make the difference between \( D_n \) and \( D_c \) as large as possible. If the size of the base windows \( L \) is too small, both \( D_n \) and \( D_c \) will be large while both \( D_n \) and \( D_c \)
may be small if L is too large. So L should be large enough not to be sensitive to the non-break change between two images and small enough to contain the spatial information as much as possible. So the decision of base window’s size is a kind of trade off. The size of the base windows(L) depends on the maximum non-break velocity ($\delta$) [6], which is the largest movement between two images. The movement may be caused by object moving, zooming, panning, etc.. Obviously, we do not need to consider the movement of any small object in the image such as bullet, rain points, which speeds are usually very high. So velocity ($\delta$) here means the movement of a big enough part of the image between two consecutive frames. From experiments, we know $\delta$ is rarely larger than 10 pixels. If we let $L=2\delta$, we use 20 pixels as the windows size. In this way, we may get following conclusion. In most cases, at least a quarter number of pixels are same between the corresponding windows of two consecutive images if no camera break occurs between the two images.

Because of continuity of the images, the actual number of the same (or very similar) value pixels is usually much greater than one quarter number of pixels in base window.

**Definition 3.1.** If and only if more than about $50\% (P_c)$ corresponding base windows are different in two consecutive frames, the camera break occurs between the two images. In term of different, we mean the difference between the mean values (either gray-level or color value) of two corresponding base windows is greater than a threshold ($T_b$).

As previously pointed out, camera break is instantaneous change. That means there is a big jump or difference between two images. In terms of image processing, it means the gray value (or color) of most area of two images are different. So definition is consistent with what we usually mean. The reason why we describe this kind of change with base windows instead of pixels is that pixel value is too sensitive. The corresponding pixels
may completely different just because the camera slightly moving or even shaking. The purpose we use $T_b$ to decide whether the two base windows are different is to remove the influence of some factors such as light changing, different irradiance.

**Lemma 3.2.** To detect a camera break, we may just check small number of base windows and gain a very low error rate.

Proof: We may assume that the change between two images have a uniform distribution. In other words, each base window has the same probability to be changed.

Suppose: $N$ - number of the base windows in an image. $N_c$ - number of changed base windows between two images. $M$ - number of the checked base windows in a image. $M_c$ - number of checked changed base windows. $E_r$ - Error rate. $P_r$ - Probability.

If the purpose is just to detect camera break, we may get the error rate with respect to the different $M$ in the following way:

- If no camera break occurs,

$$E_{r1} = Pr(\frac{M_c}{M} > P_c \mid \frac{N_c}{N} < (1 - P_c)) \ast Pr(\frac{N_c}{N} < (1 - P_c))$$

- If camera break occurs,

$$E_{r2} = Pr(\frac{M_c}{M} < (1 - P_c) \mid \frac{N_c}{N} >= P_c) \ast Pr(\frac{N_c}{N} >= P_c)$$

In this case, we have $E_r = E_{r1} + E_{r2}$. $Pr(\frac{N_c}{N} < (1 - P_c))$ and $Pr(\frac{N_c}{N} >= P_c)$ are not known priori. We just know $Pr(\frac{N_c}{N} < (1 - P_c)) + Pr(\frac{N_c}{N} >= P_c) = 1$ and $Pr(\frac{N_c}{N} < (1 - P_c)) \ll Pr(\frac{N_c}{N} >= P_c)$. Now let us introduce loss functions $L_{ij}[]$. Assume $L_{ii} =$
\( L_{ij} > 0 \) for \( i \neq j \). Total loss is therefore: \( L = Er_1 \times L_{in} + Er_2 \times L_{nb} \) (where \( b \) denotes \( \frac{N}{N} < (1 - P_c) \); \( n \) denotes \( \frac{N}{N} \geq P_c \)).

Because our purpose is detecting camera break, naturally, we should define \( L_{nb} > L_{in} \). Therefore, we should define \( L_{in} = Pr(\frac{N}{N} < (1 - P_c)) \cdot L_{in} = \frac{1}{Pr(\frac{N}{N} > P_c)} \). Our formula can be simplified as:

\[
L = Pr\left(\frac{M}{M} > P_c \left| \frac{N}{N} < (1 - P_c)\right.\right) \cdot Pr\left(\frac{N}{N} < (1 - P_c)\right) \cdot L_{nb} + Pr\left(\frac{M}{M} > (1 - P_c) \left| \frac{N}{N} = P_c\right.\right) \cdot Pr\left(\frac{N}{N} = P_c\right) \cdot L_{in}
\]

\[
= Pr\left(\frac{M}{M} > P_c \left| \frac{N}{N} < (1 - P_c)\right.\right) + Pr\left(\frac{M}{M} < (1 - P_c) \left| \frac{N}{N} = P_c\right.\right)
\]

Where

\[
Pr\left(\frac{M}{M} > P_c \left| \frac{N}{N} < (1 - P_c)\right.\right) = \frac{Pr\left(\frac{M}{M} > P_c \cap \frac{N}{N} < (1 - P_c)\right)}{Pr\left(\frac{N}{N} < (1 - P_c)\right)}
\]

\[
= \frac{\sum_{M=M_p}^{M} \sum_{N_e=M_e-1}^{N_e} C_M^M C_e^{N_e-M_e}}{\sum_{N_e=0}^{N_e} C_N^N}
\]

\[
M > N(1 - P_c)
\]

otherwise

\[
Pr\left(\frac{M}{M} < (1 - P_c) \left| \frac{N}{N} = P_c\right.\right) = \frac{Pr\left(\frac{M}{M} < (1 - P_c) \cap \frac{N}{N} = P_c\right)}{Pr\left(\frac{N}{N} = P_c\right)}
\]

\[
= \frac{Pr\left(\frac{M}{M} < (1 - P_c)\right) - Pr\left(\frac{M}{M} < (1 - P_c) \cap \frac{N}{N} < (1 - P_c)\right)}{Pr\left(\frac{N}{N} = P_c\right)}
\]

\[
= \frac{\sum_{M=0}^{M-1} C_M^M C_e^{N_e-M_e}}{\sum_{M=0}^{M} C_M^M C_e^{N_e-M_e}} + \frac{\sum_{N_e=0}^{N_e} C_N^N}{} - \frac{\sum_{N_e=N_p}^{N_e} C_N^N}{\sum_{N_e=0}^{N_e} C_N^N}
\]

\[
\sum_{M=0}^{M} C_M^M C_e^{N_e-M_e} + \sum_{N_e=M}^{N} C_N^N - \sum_{N_e=M_p}^{N} C_N^N
\]
If the resolution of our images is 318X238, the relationship of M and L is shown in Figure 2. With this resolution, N is about 192, and we can find that we may get a very low error rate (or loss) while \( M < N \), so the lemma holds.

Figure 2: The relationship between L and M for detecting camera break

We will say the M samples represent the real situation, if \( 0.9 \frac{N_c}{N} \leq \frac{M}{M} \leq 1.1 \frac{N_c}{N} \). So if the purpose is to actually represent the real situation, the error rate can be computed in a way similar to the above,

\[
L = 1 - P_r \left( 0.9 \frac{N_c}{N} \leq \frac{M_c}{M} \leq 1.1 \frac{N_c}{N} \right)
\]
Based on above analysis, we get the net comparison algorithm as follows:

1. Uniformly take $M$ base windows on the image.

2. Compare the corresponding regions of the successive images by computing the difference $D_1$ between the mean values of the regions’ gray-level (or RGB, HSV, ...).

3. If $D_1$ is greater than threshold $T_b$, we shall say that the region is changed between the two frames, otherwise it is unchanged.

Figure 3 shows the relationship between $M$ and $L$ when $N$ is 192.
4. If the number of changed regions is greater than threshold $P_c$, a camera break is declared.

So the number of changed base windows is computed as follows

$$D = \sum_{i=m,k=p}^{i=1,k=1} A(i,k) + \sum_{j=n,l=q}^{j=1,l=1} A(j,l)$$

$$1 \quad |\text{ave}(f,i,j) - \text{ave}(f+1,i,j)| > T_1$$

$$A(i,j) = \begin{cases} 1 & \text{if } |\text{ave}(f,i,j) - \text{ave}(f+1,i,j)| > T_1 \\ 0 & \text{otherwise} \end{cases}$$

where $\text{ave}(f,i,j)$ is the mean value of the base window $B_{ij}$ on frame $f$.

Doing further analysis, we find the number of checked base windows ($M$) may be even smaller in some cases. So the number of checked base windows is changable, or say, adaptive. That is, $M$ is rather small initially and increased only when necessarily. Whenever $\frac{M_c}{M} > P_m$ or $\frac{1-M_c}{M} > P_m$ the algorithm will stop and know it is camera break or not, otherwise $M$ will be increased unless $M > N$. Using this algorithm, we need to know the relationship among $M$, $P_m$ and error rate (or loss). Similar to the above analysis, we have,

$$L = Pr\left(\frac{M_c}{M} > P_m, \frac{N_c}{N} < (1 - P_c) \right) + Pr\left(\frac{M_c}{M} < (1 - P_m), \frac{N_c}{N} \geq P_c \right)$$
Where

\[
Pr\left( \frac{M}{N} > M_{m} \mid N_{c} < (1 - P_{c}) \right) = \frac{Pr\left( \frac{M}{N} > P_{m} \cap \frac{N_{c}}{N} < (1 - P_{c}) \right)}{Pr\left( \frac{N_{c}}{N} < (1 - P_{c}) \right)}
\]

\[
\sum_{N_{c}=M_{m}}^{N(1-P_{c})} \sum_{P_{m}=M_{m}}^{P_{c}} \frac{C_{M}^{N_{c}} \cdot C_{N-M}^{P_{c}}}{C_{N}^{N_{c}}} = \frac{M > N(1 - P_{c})}{M = N(1 - P_{c})}
\]

\[
Pr\left( \frac{M_{c}}{M} < (1 - P_{m}) \mid N_{c} \geq P_{c} \right) = \frac{Pr\left( \frac{M_{c}}{M} < (1 - P_{m}) \cap N_{c} \geq P_{c} \right)}{Pr\left( N_{c} \geq P_{c} \right)}
\]

\[
= \frac{Pr\left( \frac{M_{c}}{M} < (1 - P_{m}) \right) - Pr\left( \frac{M_{c}}{M} < (1 - P_{m}) \cap N_{c} < (1 - P_{c}) \right)}{Pr\left( \frac{N_{c}}{N} \geq P_{c} \right)}
\]

\[
= \frac{\sum_{M_{c}=0}^{M(1-P_{m})-1} C_{M}^{M_{c}}}{\sum_{M_{c}=0}^{M} C_{M}^{M_{c}}} \cdot \frac{\sum_{N_{c}=0}^{N_{c}} C_{N-M}^{N_{c}}}{\sum_{N_{c}=NP_{c}}^{C_{N}^{N_{c}}}}
\]

The relationship among M, P_m, and L is shown in figure 4.

**Figure 4**: The relationship among M, P_m, and L for representing the real situation
4 EXPERIMENT

Now, we have five different methods: Pairwise(PW), Likelihood(LK), Global histogram(GH), Local histogram(LH) and Net comparison(NC). Each of them can be applied on either gray-level images or color images. Many researchers have evaluated the various color models[7, 8, 9]. It is believed that the perceptual color space HSV is a good choice [10, 11, 12]. In our experiment we use HSV (Hue, Saturation, Value) to represent color information. As the LK method is too slow to be practical for color image detection, we use 5 methods for gray-level and 4 methods for HSV images. The methods are used on several typical episodes from the movie "A better tomorrow" and run on a computer MAC Quatra 700. The images are originally in RGB format and achieved from the PIONEER laser-disc player(LD-V8000) through the RasterOps Media-Time frame grabber board. The experimental results are listed in Table 1 Table 2. Because of the limitation of RAM capacity, each frame is actually transfered twice. If the conversion can be implemented by hardware, the running time of every algorithm will be considerably improved, especially for HSV images. The 11 typical episodes are demonstrated from Figure 5 to Figure 15.

From Table 1, we may find that the performance of PW and NC are both very good except for very dark sequences. The algorithms LK, GH and LH work poorly for three episodes ((4),(5) and (11)) which are either in darkness or have much noise, and work fine for the other 8 episodes. Obviously, NC is much faster than the others. From Table 2, we can see that the performance of NC for HSV images is almost perfect(with optimized threshold). LH has also very good performance except for the dark sequences. PW is quite good but has a little more false alarms. GH works fine in most cases but
Table 1: For gray level images

<table>
<thead>
<tr>
<th>Episodes</th>
<th>PW</th>
<th>IK</th>
<th>GH</th>
<th>LH</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) fade out</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(2) moving object (a train)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(3) zooming with panning</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(4) conversation indoor</td>
<td>M(0)/F(3)</td>
<td>M(3)/F(19)</td>
<td>M(5)/F(43)</td>
<td>M(1)/F(16)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(5) gun fight</td>
<td>M(0)/F(1)</td>
<td>M(3)/F(10)</td>
<td>M(5)/F(17)</td>
<td>M(2)/F(14)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(6) outdoor scene</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(7) raining</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(1)</td>
<td>M(0)/F(1)</td>
<td>M(0)/F(1)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(8) gradual transition</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(2)</td>
<td>M(0)/F(2)</td>
<td>M(0)/F(2)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(9) moving car with panning</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(10) road scene</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(11) fight in the darkness</td>
<td>M(5)/F(0)</td>
<td>M(4)/F(16)</td>
<td>M(4)/F(15)</td>
<td>M(4)/F(33)</td>
<td>M(3)/F(1)</td>
</tr>
<tr>
<td>Time (seconds/frame)</td>
<td>0.19</td>
<td>10.67</td>
<td>0.14</td>
<td>0.38</td>
<td>0.06</td>
</tr>
</tbody>
</table>

*M(n) denotes missing n breaks.
*F(n) denotes n false alarms.

 poor for the three episodes ((4),(5) and (11)). For every algorithm, the performance for HSV images is better than the one for the gray images and the price is time consuming.

As HSV model is more sensitive to light change than the gray value, false alarms of using HSV model are little more than the ones of using gray level while the images have a lot of light changing, like the episode 5 (gun fight). For both HSV and gray images, Net comparison has the best performance and is two to three times faster than the others. From the experiments, we may also observe that although histogram has several advantages [13], and color histograms of multicolored objects can provide a robust and efficient way for representing the color objects [14], it is not good for dark or noisy video sequences representation.

Figure 5: Fade out
Table 2: For color (HSV) images

<table>
<thead>
<tr>
<th>Episodes</th>
<th>PW</th>
<th>GH</th>
<th>LH</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) fade out</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(2) moving object (a train)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(3) zooming with panning</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(4) conversation indoor</td>
<td>M(0)/F(4)</td>
<td>M(2)/F(7)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(5) gun fight</td>
<td>M(0)/F(10)</td>
<td>M(5)/F(21)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(6) outdoor scene</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(7) raining</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(8) gradual transition</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(5)</td>
<td>M(0)/F(1)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(9) moving car with panning</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(10) road scene</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
<td>M(0)/F(0)</td>
</tr>
<tr>
<td>(11) fight in the darkness</td>
<td>M(2)/F(1)</td>
<td>M(2)/F(13)</td>
<td>M(3)/F(1)</td>
<td>M(0)/F(0)</td>
</tr>
</tbody>
</table>

Time (seconds/frame) 16.43 18.72 19.51 4.98

*M(n) denotes missing n breaks.*

*F(n) denotes n false alarms.*

5 CONCLUSION

We have discussed the various algorithms and the experimental results. We found that the new method, Net comparison, has the best performance for either gray-level or color images although it checks only part of the images. The reason is that the method chooses a reasonable size of base windows to make use of the spatial information. Actually, pairwise, likelihood and local histogram are all trying to use the spatial information, the areas they used are either too small (even one pixel) to avoid sensitive or too large to keep the most spatial information. As the algorithm, Net comparison, is much faster than the others and so more practical than them. Further work includes three aspects. (1) Test the algorithm NC on various movies to find a way of automatically setting the thresholds and other parameters used in the algorithm. According to [3], the adaptive and multiple thresholds instead of the single threshold which we used in our experiments will improve the results. (2) Test NC on merely intensity which is considered as the most important
color feature[15, 8]. (3) Test the algorithm on the uniform color space [16, 17].
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Figure 6: Moving object (a train)

Figure 7: Zooming with panning

Figure 8: Indoor (dialog)

Figure 9: Gun fight

Figure 10: Outdoor scene
Figure 11: Raining

Figure 12: Gradual transition

Figure 13: Moving car with panning

Figure 14: Road scene

Figure 15: Fighting in dark