We analyze an algorithm based on principal component analysis (PCA) for detecting the dimension $k$ of a smooth manifold $M \subset \mathbb{R}^d$ from a set $P$ of point samples. The best running time so far is $O(d^2 k^{2 \log k})$ by Giesen and Wagner after the adaptive neighborhood graph is constructed. Given the adaptive neighborhood graph, the PCA-based algorithm outputs the true dimension in $O(d^2 k)$ time, provided that $P$ satisfies a standard sampling condition as in previous results. Our experimental results validate the effectiveness of the approach. A further advantage is that both the algorithm and its analysis can be generalized to the noisy case, in which small perturbations of the samples and a small portion of outliers are allowed.
1 Introduction

Background. In applications such as speech recognition, weather forecasting and economic prediction, a large set $P$ of point samples are generated by experiments or observations. The samples in $P$ may reside in $\mathbb{R}^d$, but they are often postulated to lie on a manifold $M$ of dimension $k < d$. The manifold learning problem is to compute a model for $M$ and one important task is to compute its dimension. The challenge is to obtain an algorithm that is fast (even if $d$ is very large compared with $k$) and robust against noise. Our main results are simple dimension detection algorithms for both the noiseless and the noisy cases.

Our results as well as the previous ones [9, 14] assume that $P$ satisfies a standard sampling condition, which we review below. The medial axis of $M$ is the set of centers of maximal empty $d$-dimensional balls that touch $M$. For any point $x \in M$, the local feature size $f(x)$ is the distance from $x$ to the medial axis of $M$. The local feature size satisfies the Lipschitz condition, i.e., $f(x) \leq f(y) + ||x - y||$. The set $P$ is an $(\epsilon, \delta)$-sampling of $M$ for some constants $0 < \delta \leq \epsilon < 1$ if:

(i) $\epsilon/\delta \leq c_0$ for some constant $c_0$,

(ii) for any point $x \in M$, there exists a sample $p \in P$ such that $||p - x|| \leq \epsilon f(x)$, and

(iii) for any two samples $p, q \in P$, $||p - q|| \geq \delta f(p)$.

Previous work. Dey et al. [9] gave the first provably correct algorithm. They first construct the $d$-dimensional Voronoi diagram of $P$. Then they analyze the shape of the Voronoi cell of a sample to determine the dimension of $M$. If $M$ has multiple components, this step can be repeated for all samples to yield the dimensions of all components. The worst-case complexity of the Voronoi diagram of $n$ points in $\mathbb{R}^d$ is $\Theta(n^{\lceil d/2 \rceil})$ [11]. This is a huge quantity when $d$ is large.

Giesen and Wagner [14] proposed to construct the adaptive neighborhood graph $G(P, c)$ by connecting each point sample $p$ to other samples $q$ such that $||p - q||$ is no more than $c$ times the nearest neighbor distance of $p$, where $c$ is a suitably chosen constant. The adaptive neighborhood graph $G(P, c)$ can be constructed in $O(dn^2)$ time by brute force. It is shown that $G(P, c)$ has the same connectivity as $M$ and the shortest path distances in $G(P, c)$ approximate the geodesic distances on $M$. For dimension detection, Giesen and Wagner fit a $\ell$-dimensional affine subspace to a sample $p$ and its neighbors in $G(P, c)$ so that the maximum distance from the samples to the subspace is approximately minimized. The fitting is done for $\ell = 1, 2, \ldots$ until the approximate maximum distance from the subspace is less than some threshold. Then they report the final value of $\ell$ as the dimension of the manifold component containing $p$. This takes $O(d^2O(k^7 \log k))$ worst-case time. Although this is no longer exponential in $d$, the exponential dependency on $k^7$ is prohibitive.

Tenenbaum et al. [20] proposed to construct a graph similar to the adaptive neighborhood graph. However, their method requires a globally uniform sampling, which is much stricter than the $(\epsilon, \delta)$-sampling. They did not give any combinatorial bound on the running time to detect the manifold dimension [20].
Fukunaga and Olsen [13] proposed to apply principal component analysis to detect the manifold dimension. However, they did not give any formal analysis.

**Our results.** Given the adaptive neighborhood graph, we propose to apply principal component analysis to a sample $p$ and its neighbors to detect the dimension of the manifold component containing $p$. We collect the vectors $q - p$ for all neighbors $q$ of $p$ and compute the eigenvalues of this set of vectors. If the true dimension is $k$, then the eigenvectors for the $k$ largest eigenvalues should approximately span the tangent space at $p$. The eigenvector for the $(k+1)$st largest eigenvalue should be approximately normal to the tangent space. So the $(k+1)$st largest eigenvalue should be tiny when compared with the $k$ largest eigenvalues. Our strategy is to detect the gap in the eigenvalues.

We assume the knowledge of the bound $c_0$ on $\epsilon/\delta$ as in previous results [9, 14]. We give an algorithm that reports the true dimension in $O(d2^{O(k)})$ time. The proofs require a very high sampling density. We present experimental results to show that our approach is much more effective than the theory predicts. Next, we propose an $(\epsilon, \delta, \sigma)$-noisy-sampling model. Small perturbations of the samples as well as a small portion of outliers are allowed. The maximum noise magnitude of non-outliers is allowed to be $\epsilon^2$ times the local feature sizes. The outliers can be arbitrarily placed and the fraction of outliers is allowed to be $O(2^{-\Theta(k)}(\log n)^{-1})$, where $n$ is the total number of samples. Since the outliers may mess up the connectivity, we have to restrict the unknown manifold to be connected. We present an algorithm that reports the true dimension with probability at least $1 - 1/n^2$ in $O(d2^{O(k)}\log n)$ expected time. Our experimental results show that the solution quality is robust against noise.

Although we also employ principal component analysis as Fukunaga and Olsen [13] did, our choice of the neighborhood is adaptive to the local feature size. Moreover, our work gives the theoretical justification why principal component analysis works for dimension detection in both the noiseless and noisy cases.

**Outline.** We review the basics of principal component analysis in Section 2. Section 3 studies the variance in a ball which will be useful later. We present the algorithmic and experimental results on dimension detection for the noiseless case in Section 4 and the noisy case in Section 5. We conclude in Section 6.

## 2 Principal component analysis

Principal component analysis (PCA) is used to reduce the dimension of a set of vectors $X$ by identifying the most significant directions [16]. Given two vectors $u$ and $v$, we use $\langle u, v \rangle$ to denote their inner product. Let $X = \{x_1, x_2, \ldots, x_m\}$ be a set of $d$-dimensional vectors. For any unit vector $v \in \mathbb{R}^d$, the variance of $X$ in direction $v$ is

$$\text{var}(X, v) = \sum_{i=1}^{m} \langle x_i, v \rangle^2.$$ 

The most significant direction corresponds to the unit vector $v_1$ such that $\text{var}(X, v_1)$ is maximum. In general, after identifying the $j$ most significant directions $B_j = \{v_1, v_2, \ldots, v_j\}$,
the \((j + 1)\text{th}\) most significant direction corresponds to the unit vector \(v_{j+1}\) such that 
\[ \text{var}(X, v_{j+1}) \] is maximum among all unit vectors in \(\text{span}(B_j)\perp\), where \(\text{span}(B_j)\) denotes the linear subspace spanned by \(B_j\) and \(\text{span}(B_j)\perp\) denotes its orthogonal complement.

This above procedure can be formulated as an eigenvalue problem. For \(1 \leq j \leq d\), we use \(x_{ij}\) to denote the \(j\)th coordinate of the vector \(x_i\). Define the \(d \times d\) covariance matrix
\[
C = \sum_{i=1}^{m} (x_{i1}, x_{i2}, \ldots, x_{id})^t (x_{i1}, x_{i2}, \ldots, x_{id}).
\]
The covariance matrix \(C\) is symmetric and positive semi-definite. It can be verified that 
\[ \forall \text{ unit vector } v \in \mathbb{R}^d, \quad \langle Cv, v \rangle = \text{var}(X, v). \] (1)

If \(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_d\) are the eigenvalues of \(C\), then the unit eigenvector \(v_j\) for \(\lambda_j\) is the \(j\)th most significant direction as defined by the previous procedure. The following result summarizes the above background knowledge on PCA. For any set \(S\) of orthonormal unit vectors in \(\mathbb{R}^d\), we use \(\text{var}(X, S)\) to denote \(\sum_{v \in S} \text{var}(X, v)\).

**Lemma 2.1** For \(1 \leq j \leq d\), let \(\lambda_j\) be the \(j\)th largest eigenvalue of \(C\) and let \(v_j\) denote the unit eigenvector for \(\lambda_j\). Let \(B_j = \{v_1, v_2, \ldots, v_j\}\). Then \(\lambda_1 = \max\{\text{var}(X, v) : \text{unit vector } v \in \mathbb{R}^d\}\). For \(2 \leq j \leq d\), we have
- (i) \(\lambda_j = \max\{\text{var}(X, v) : \text{unit vector } v \in \text{span}(B_{j-1})\perp\}\),
- (ii) \(\lambda_j = \min\{\text{var}(X, v) : \text{unit vector } v \in \text{span}(B_j)\}\), and
- (iii) \(\text{var}(X, B_j) \geq \text{var}(X, S)\) for any set \(S\) of \(j\) orthonormal vectors.

### 3 Variance of a ball

To ease the subsequent analysis, we generalize the notion of variance to a continuous ball. Let \(B\) be an \(i\)-dimensional ball, \(i \leq d\), centered at the origin with radius \(R\). Each point \(x \in B\) is viewed as a position vector. We assign a positive weight \(W\) to \(B\). Take a unit vector \(v\) in \(\mathbb{R}^d\). The variance of \(B\) in direction \(v\) is defined as
\[
\text{var}(B, v) = W \int_{-R}^{R} \text{vol}(H(v, r) \cap B) \ r^2 \ dr,
\]
where \(H(v, r)\) is the \((i - 1)\)-dimensional hyperplane that is normal to \(v\) and at signed distance \(r\) from the origin.

**Lemma 3.1** Let \(B\) be an \(i\)-dimensional ball, \(i \leq d\), centered at the origin with radius \(R\) and weight \(W\). Let \(v\) be a unit vector in \(\mathbb{R}^d\) such that \(Rv \in B\). Then \(\text{var}(B, v) = WR^{i+2}V_i/(i + 2)\), where \(V_i\) is the volume of the \(i\)-dimensional unit ball.
Proof. We cut $B$ with planes normal to $v$ into slices with width $dr$. Take a slice $S$ that is at distance $r$ from the origin and subtends an angle $\pi - 2\theta$ at the origin. See Figure 1. Then $r = R \sin \theta$, $dr = R \cos \theta d\theta$, and the radius of $S$ is $R \cos \theta$. Thus,

$$\text{var}(B, v) = 2W \int_0^{\pi/2} (R \cos \theta)^{i-1} V_{i-1} \cdot (R \sin \theta)^2 \cdot R \cos \theta d\theta = 2WR^i V_{i-1} \int_0^{\pi/2} (\cos^i \theta - \cos^{i+2} \theta) d\theta.$$ 

Rewriting $\int_0^{\pi/2} \cos^{i+2} \theta d\theta$ as $\int_0^{\pi/2} \cos^{i+1} \theta d\sin \theta$ and using integration by parts, one can show that $\int_0^{\pi/2} \cos^{i+2} \theta d\theta = \frac{i+1}{i+2} \int_0^{\pi/2} \cos^i \theta d\theta$. Therefore, $\text{var}(B, v) = \frac{2WR^i V_{i-1}}{i+2} \int_0^{\pi/2} \cos^i \theta d\theta$. The volume $V_i$ can be evaluated by integrating the volume of $(i-1)$-dimensional slices orthogonal to a diameter as discussed in the above. This yields $V_i = 2V_{i-1} \int_0^{\pi/2} \cos^i \theta d\theta$. Therefore, $\text{var}(B, v) = \frac{2WR^i V_{i-1}}{i+2} \int_0^{\pi/2} \cos^i \theta d\theta$.

4 Dimension detection

Let $M \subset \mathbb{R}^d$ be the unknown $k$-dimensional manifold from which the point samples $P$ are drawn. We assume that $P$ satisfies the $(\epsilon, \delta)$-sampling conditions. In this section, we show that PCA can be used to efficiently and provably detect $k$.

Let $c \geq 1$ be some constant to be defined later. Let $B_p(c)$ denote the $d$-dimensional ball centered at $p$ with radius $c\epsilon f(p)$. Let $P_p(c)$ be the set of samples $P \cap B_p(c)$. Let $X_p(c)$ be the set of vectors $\{ q - p : q \in P_p(c) \setminus \{p\} \}$. Let $T_p$ and $N_p$ denote the tangent space and the normal space at $p$ to the manifold $M$, respectively.

We give an overview of our analysis. Let $k = \text{dim}(T_p)$. First, we show that the variance of $X_p(c)$ does not vary much over the directions in $T_p$. Second, we show that the variance of $X_p(c)$ in any direction in $N_p$ is tiny when compared the variance of $X_p(c)$ in any direction in $T_p$. Therefore, the $k$ largest eigenvalues are close to $\text{var}(X_p(c), u)$ for any unit vector $u \in T_p$. The $(k+1)$st largest eigenvalue is less than the upper bound of $\text{var}(X_p(c), v)$ for any unit vector $v \in N_p$. This establishes the gap between the $k$th and $(k+1)$st eigenvalues, which the algorithm will detect.
4.1 Projection onto the tangent space

For each point \( q \in P_p(c) \), let \( \hat{q} \) denote its orthogonal projection onto \( T_p \). Let \( \hat{P}_p(c) \) denote the set of projected points. Similarly, let \( \hat{X}_p(c) \) be the projection of the vectors in \( X_p(c) \) onto \( T_p \). We are interested in \( \hat{X}_p(c) \) because for any unit vector \( u \in T_p \), \( \text{var}(\hat{X}_p(c), u) = \text{var}(X_p(c), u) \). We need the following two results in [14] (rephrased to fit our presentation).

**Lemma 4.1** Assume that \( \alpha \epsilon < 1 \). For any points \( a, b \in \mathcal{M} \), if \( \|a - b\| \leq \alpha \epsilon f(a) \), the distance from \( b \) to \( \mathcal{T}_a \) is at most \((\alpha \epsilon)^2 f(a)/2 \).

**Lemma 4.2** Assume that \( \alpha \epsilon < 1/4 \). Let \( a \) be a point in \( \mathcal{M} \). Let \( b \) be a point in \( \mathcal{T}_a \). Let \( \bar{b} \in \mathcal{M} \) be the closest point to \( b \). If \( \|a - b\| \leq \alpha \epsilon f(a) \), then \( \|b - \bar{b}\| \leq 2(\alpha \epsilon)^2 f(a) \).

We show that \( \hat{P}_p(c) \) is fairly uniformly distributed. Recall that \( \epsilon/\delta \leq c_0 \) for some constant \( c_0 \geq 1 \).

**Lemma 4.3** Assume that \( c > 2 \) and \( \epsilon \leq \min\{1/(c-2)(4c-7), 1/(2c^2c_0)\} \). There exist constants \( \xi \) and \( \eta \) such that \( \xi \in [\epsilon, 2\epsilon] \), \( \eta \in [\delta/4, \delta/2] \), and the following hold.

(i) For any point \( a \in \mathcal{B}_p(c-2) \cap \mathcal{T}_p \), there exists \( \hat{s} \in \hat{P}_p(c) \) such that \( \|a - \hat{s}\| \leq \xi f(p) \).

(ii) For any \( q, s \in P_p(c) \), \( \|\hat{q} - \hat{s}\| \geq \eta f(p) \).

**Proof.** We prove the lemma for the constants \( \xi = \epsilon(1 + (c - 2)\epsilon + 4(c - 2)^2\epsilon) \) and \( \eta = \delta/2 - (c\epsilon)^2/2 \). Since \( \epsilon \leq 1/(c-2)(4c-7) \), \( (c - 2)\epsilon + 4(c - 2)^2\epsilon \leq 1 \) and so \( \xi \in [\epsilon, 2\epsilon] \). Since \( \epsilon/\delta \leq c_0 \) and \( \epsilon \leq \frac{1}{2c^2c_0} \), \( \eta \geq \delta/2 - (c^2\epsilon)/(4c^2c_0) = \delta/2 - \epsilon/(4c_0) \geq \delta/4 \).

![Figure 2: Proof of Lemma 4.3(i).](image)

Consider (i). Let \( \beta = c - 2 \). Refer to Figure 2. Let \( \bar{a} \in \mathcal{M} \) be the closest point to \( a \). Since \( c > 2 \) and \( \epsilon \leq 1/(2c^2c_0) \), we have \( c\epsilon \leq 1/(2cc_0) < 1/4 \). So Lemma 4.2 implies that

\[
\|a - \bar{a}\| \leq 2\beta^2 \epsilon^2 f(p).
\]

The Lipschitz condition implies that \( f(\bar{a}) \leq f(p) + \|p - \bar{a}\| \leq f(p) + \|p - a\| + \|a - \bar{a}\| \leq (1 + \beta \epsilon + 2\beta^2 \epsilon^2)(f(p)) \). By the sampling condition, there is one point \( s \in P \) such that

\[
\|\bar{a} - s\| \leq \epsilon f(\bar{a}) \leq (1 + \beta \epsilon + 2\beta^2 \epsilon^2) f(p) - f(p).
\]

Therefore, \( \|a - \hat{s}\| \leq \|a - s\| \leq \|a - \bar{a}\| + \|\bar{a} - s\| \leq \epsilon(1 + \beta \epsilon + 4\beta^2 \epsilon^2) f(p) = \xi f(p) \).

Moreover, \( \|p - s\| \leq \|p - a\| + \|a - s\| \leq \beta \epsilon f(p) + \xi f(p) \leq (\beta + 2)\epsilon f(p) = c\epsilon f(p) \). Thus \( s \in P_p(c) \) and \( \hat{s} \in \hat{P}_p(c) \).
Consider (ii). By Lemma 4.1, the distances of $q$ and $s$ from $T_p$ are at most $(c\epsilon)^2 f(p)/2$. So $\|q - s\| \geq \|q - \hat{q}\| - \|s - \hat{s}\| \geq \delta f(p) - (c\epsilon)^2 f(p) = 2\eta f(p)$.

Lemma 4.3(ii) also implies that no two points in $P_p(c)$ project to the same point in $\hat{P}_p(c)$.

### 4.2 Upper and lower bounds of variance

First, we prove upper bounds for $|P_p(c)|$ and $\text{var}(X_p(c), u)$ for any unit vector $u \in T_p$.

**Lemma 4.4** Let $k = \text{dim}(T_p)$. Assume that $c > 2$ and $\epsilon \leq \min\{\frac{1}{(c-2)(4c-7)}, \frac{1}{2c}\}$. Then

$$|P_p(c)| \leq \frac{2(c\epsilon + \eta)^k}{\eta^k}$$

and for any unit vector $u \in T_p$,

$$\text{var}(X_p(c), u) \leq \frac{2f(p)^2}{k+2} \cdot \frac{(c\epsilon + 2\eta)^{k+2}}{\eta^k}.$$

**Proof.** Let $B_0$ be the $k$-dimensional ball $B_p(c) \cap T_p$. The ball $B_0$ has radius $c\epsilon f(p)$ and the projected points $\hat{P}_p(c)$ lie inside $B_0$. Let $B_1$ and $B_2$ be the $k$-dimensional balls in $T_p$ centered at $p$ with radii $(c\epsilon + \eta)f(p)$ and $(c\epsilon + 2\eta)f(p)$, respectively.

Take a unit vector $u \in T_p$. Starting at $p$, we move along $u$ and cut $B_2$ into $k$-dimensional slices $S_0, S_1, S_2, \ldots$ with width $\eta f(p)$ and normal to $u$. Although the last slice may have width less than $\eta f(p)$, those that stab $B_1$ have width exactly $\eta f(p)$. Then we repeat again in direction $-u$. Refer to Figure 3.
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Figure 3: The balls shown are $B_0$, $B_1$ and $B_2$. Their radii are $c\epsilon f(p)$, $(c\epsilon + \eta)f(p)$ and $(c\epsilon + 2\eta)f(p)$, respectively. The width of the slices shown are $\eta f(p)$.

Let $S_i$ be a slice that stabs $B_0$. We bound the cardinality of $\hat{P}_p(c) \cap S_i$. In Figure 3, the intersection $S_i \cap B_0$ is lightly shaded and the intersection $S_i \cap B_1$ has dashed border. By Lemma 4.3(ii), we can center disjoint empty $k$-dimensional balls with radii $\eta f(p)$ at the points in $\hat{P}_p(c) \cap S_i$. Observe that at least half of each such ball lies inside $S_i \cap B_1$. 


Recall that $V_k$ denotes the volume of a $k$-dimensional ball with unit radius. Then the volume of a $k$-dimensional ball with radius $\eta f(p)$ is $V_k \eta^k f(p)^k$. It follows that

$$|\tilde{P}_p(c) \cap S_i| \leq \frac{2 \text{vol}(S_i \cap B_1)}{V_k \eta^k f(p)^k}.$$  

Summing up over all slices that stab $B_0$ yields $|\tilde{P}_p(c)| = |\tilde{P}_p(c)| \leq \frac{2 \text{vol}(B_1)}{V_k \eta^k f(p)^k} = \frac{2(c(u+1))}{\eta^k}$. 

Next, we prove the upper bound on $\text{var}(X_p(c), u)$. Since $S_i$ stabs $B_0$, the next slice $S_{i+1}$ must stab $B_1$ and has width exactly $\eta f(p)$. The slice $S_{i+1}$ is darkly shaded in Figure 3. It can be checked that $\text{vol}(S_i \cap B_1) \leq \text{vol}(S_{i+1})$. We conclude that

$$|\tilde{P}_p(c) \cap S_i| \leq \frac{2 \text{vol}(S_i \cap B_1)}{V_k \eta^k f(p)^k} \leq \frac{2 \text{vol}(S_{i+1})}{V_k \eta^k f(p)^k}.$$  

Let $r$ be the maximum distance of any point in $S_i$ from $p$ in direction $u$. The contribution of points in $\tilde{P}_p(c) \cap S_i$ to $\text{var}(\tilde{X}_p(c), u)$ is upper bounded by $|\tilde{P}_p(c) \cap S_i| \cdot r^2 \leq \frac{2r^2 \text{vol}(S_{i+1})}{V_k \eta^k f(p)^k}$. Note that $r$ is a lower bound of the distance of any point in $S_{i+1}$ from $p$ in direction $u$. Thus, if we assign $\frac{2}{V_k \eta^k f(p)^k}$ as the weight of $B_2$, then $\frac{2r^2 \text{vol}(S_{i+1})}{V_k \eta^k f(p)^k}$ is a lower bound of the contribution of $S_{i+1}$ to $\text{var}(B_2, u)$. Hence, Lemma 3.1 implies that $\text{var}(X_p(c), u) = \text{var}(\tilde{X}_p(c), u) \leq \text{var}(B_2, u) = \frac{2(f(p))^2}{k+2} \cdot \frac{(c(u+2))^{k+2}}{\eta^k}$. \[\square\]

Next, we prove lower bounds for $|\tilde{P}_p(c)|$ and $\text{var}(X_p(c), u)$ for any unit vector $u \in T_p$. This shows that the variance of $X_p(c)$ does not vary much over the directions in $T_p$. The proof is similar to the proof of Lemma 4.4.

**Lemma 4.5** Let $k = \text{dim}(T_p)$. Assume that $c > 10$ and $\epsilon \leq \min\{\frac{1}{(c-2)(4c-7)}, \frac{1}{2c^2 \epsilon}\}$. Then

$$|\tilde{P}_p(c)| \geq \frac{(c-2)\epsilon - 4\xi}{4^k \xi^k}$$

and for any unit vector $u \in T_p$,

$$\text{var}(X_p(c), u) \geq \frac{f(p)^2}{k+2} \cdot \frac{(c-2)\epsilon - 4\xi}{4^k \xi^k}.$$  

**Proof.** Let $B_0$ be the $k$-dimensional ball centered at $p$ with radius $(c-2)\epsilon f(p)$ in $T_p$. By Lemma 4.3(i), every point in $B_0$ is close to some point in $\tilde{P}_p(c)$. Let $B_1$ and $B_2$ be the $k$-dimensional balls in $T_p$ centered at $p$ with radii $((c-2)\epsilon - 2\xi)f(p)$ and $((c-2)\epsilon - 4\xi)f(p)$, respectively. (We require $c > 10$ so that $B_2$ has a positive radius.)

Starting at $p$, we move in direction $u$ and cut $B_0$ into $k$-dimensional slices $S_0, S_1, S_2, \cdots$ with width $2\xi f(p)$ and normal to $u$. The last slice may have width less than $2\xi f(p)$ but the slices that stab $B_1$ have width exactly $2\xi f(p)$. Then we repeat again in direction $-u$. Refer to Figure 4.

Let $S_i$ be a slice that stabs $B_1$. In Figure 4, $S_i$ has dashed border and the intersection $S_i \cap B_1$ is lightly shaded. We pack a maximal set of points into $S_i \cap B_1$ such that the distance between any two points is at least $4\xi f(p)$. So we can form a set $\Sigma$ of disjoint
balls centered at these points with radii $2\xi f(p)$. At least half of each ball in $\Sigma$ lies inside $S_i$, which implies that each ball in $\Sigma$ contains a ball of radius $\xi f(p)$ that lies inside $S_i$. Let $\Sigma'$ denote this set of smaller disjoint balls. By Lemma 4.3(i), each ball in $\Sigma'$ contains a point in $\hat{P}_p(c)$. Thus $|\hat{P}_p(c) \cap S_i| \geq |\Sigma'| = |\Sigma|$. By the construction of $\Sigma$, if we double the radius of each ball in $\Sigma$, the expanded balls cover $S_i \cap B_{1}$. Hence,

$$|\hat{P}_p(c) \cap S_i| \geq |\Sigma| \geq \frac{\text{vol}(S_i \cap B_1)}{V_k A^k \xi^k f(p)^k}.$$ 

Summing over all slices that stab $B_1$, we get $|P_p(c)| = |\hat{P}_p(c)| \geq \frac{\text{vol}(B_1)}{V_k A^k \xi^k f(p)^k} = \frac{(c-2)\epsilon - 2\xi}{4e^2}\frac{k}{\xi^k f(p)^k}$.

Next, we prove the lower bound on $\text{var}(X_p(c), u)$. Take a slice $S_{i-1}$ that stabs $B_2$. So the next slice $S_i$ must stab $B_1$ and has width $2\xi f(p)$. The intersection $S_{i-1} \cap B_2$ is shown darkly shaded in Figure 4. It can be checked that $\text{vol}(S_{i-1} \cap B_2) \leq \text{vol}(S_i \cap B_1)$. Thus

$$|\hat{P}_p(c) \cap S_i| \geq \frac{\text{vol}(S_i \cap B_1)}{V_k A^k \xi^k f(p)^k} \geq \frac{\text{vol}(S_{i-1} \cap B_2)}{V_k A^k \xi^k f(p)^k}.$$ 

Let $r$ be the minimum distance of points in $S_i$ from $p$ in direction $u$. The contribution of points in $\hat{P}_p(c) \cap S_i$ to $\text{var}(\hat{X}_p(c), u)$ is lower bounded by $|\hat{P}_p(c) \cap S_i| \cdot r^2 \geq \frac{2^2 \text{vol}(S_{i-1} \cap B_2)}{V_k A^k \xi^k f(p)^k}$. Note that $r$ is an upper bound of the distances of points in $S_{i-1} \cap B_2$ from $p$ in direction $u$. Thus, if we assign $\frac{1}{V_k A^k \xi^k f(p)^k}$ as the weight of $B_2$, then $\frac{r^2 \text{vol}(S_{i-1} \cap B_2)}{V_k A^k \xi^k f(p)^k}$ is an upper bound of the contribution of $S_{i-1} \cap B_2$ to $\text{var}(B_2, u)$. By Lemma 3.1, $\text{var}(X_p(c), u) = \text{var}(\hat{X}_p(c), u) \geq \text{var}(B_2, u)$ which is $\frac{\|p\|^2}{k+2} \cdot \frac{(c-2)\epsilon - 4\xi \eta^k}{4e^2}$. 

Finally, we prove an upper bound for $\text{var}(X_p(c), v)$ for any unit vector $v \in N_p$. This upper bound has an extra $\epsilon^2$ factor when compared with the variance of $X_p(c)$ in any direction in $T_p$. Thus, when $\epsilon$ is small, for any unit vector $v \in N_p$, $\text{var}(X_p(c), v)$ is small compared with the variance of $X_p(c)$ in any direction in $T_p$.

**Lemma 4.6** Let $k = \dim(T_p)$. Assume that $c > 2$ and $\epsilon \leq \min\{\frac{1}{(c-2)(4c-7)}, \frac{1}{2c-9}\}$. For any unit vector $v \in N_p$,

$$\text{var}(X_p(c), v) \leq \frac{c^4 \epsilon^4 f(p)^2}{2} \cdot \frac{(ce + \eta)^k}{\eta^k}.$$ 


Proof. Take any unit vector \( v \in \mathcal{N}_p \). By Lemma 4.1, every point \( q \in P_q(c) \) is at distance \((c \epsilon)^2 f(p) / 2 \) or less from \( p \) in direction \( v \). So \( \text{var}(X_q(c), v) \leq |P_q(c)| \cdot (c \epsilon)^4 f(p)^2 / 4 \). Substituting the upper bound of \( |P_q(c)| \) in Lemma 4.4 yields the result.

4.3 Upper and lower bounds of eigenvalues

We apply the previous results to bound the eigenvalues of the covariance matrix for subsets and supersets of \( X_p(c) \). Define the following functions:

\[
\alpha_1(c) = \frac{(c - 10)^{k + 2}}{(k + 2)^{2k}}, \quad \alpha_2(c) = \frac{(c + 1)^{k + 2} 2^{2k + 1} c^k}{k + 1}, \quad \alpha_3(c) = \frac{c^4 (4c_0 + 1)^k}{2}.
\]

Lemma 4.7 Let \( p \) be a sample in \( P \). Let \( X \) be a set of \( d \)-dimensional vectors. Let \( \lambda_1 \geq \lambda_2 \cdots \geq \lambda_d \) be the eigenvalues of the covariance matrix for \( X \). Let \( k = \dim(T_p) \).

Assume \( c > 10 \) and \( \epsilon \leq \min\{\frac{2}{c \sqrt{k + 2}}, \frac{1}{(c - 2)(4c - 7)}, \frac{1}{2c c_0}\} \).

(i) If \( X_p(c) \subseteq X \), then \( \lambda_j \geq \alpha_1(c) \epsilon^2 f(p)^2 \) for \( 1 \leq j \leq k \).

(ii) If \( X \subseteq X_p(c) \), then \( \lambda_j \leq \alpha_2(c) \epsilon^2 f(p)^2 \) for \( 1 \leq j \leq k \).

(iii) If \( X \subseteq X_p(c) \), then \( \lambda_j \leq \alpha_3(c) \epsilon^4 f(p)^2 \) for \( k + 1 \leq j \leq d \).

Proof. Let \( v_j \) be the unit eigenvector for \( \lambda_j \) for \( 1 \leq j \leq d \). Consider (i). For \( 1 \leq j \leq k \), the dimension of \( \text{span}\{v_1, \cdots, v_j\} \) is \( d - j + 1 \geq d + k - 1 \). (We define \( \text{span}(\emptyset) \) to be \( \mathbb{R}^d \).) So the dimensions of \( \text{span}\{v_1, \cdots, v_j-1\} \) and \( T_p \) sum to \( d + 1 \), meaning that they intersect at a subspace of dimension at least 1. Take a unit vector \( u \) in the intersection. Since \( u \in \text{span}\{v_1, \cdots, v_{j-1}\} \), we have \( \lambda_j \geq \text{var}(X, u) \) by Lemma 2.1(i). Since \( X_p(c) \subseteq X \), we have \( \text{var}(X_p(c), u) \leq \text{var}(X, u) \leq \lambda_j \). Because \( u \in T_p \), the lower bound for \( \text{var}(X_p(c), u) \) in Lemma 4.5 implies that \( \lambda_j \geq \frac{f(p)^2}{k + 2} \cdot \frac{(c - 2)(4c - 7)(c + 1)^{k + 2}}{4c c_0} \). Substituting the inequality \( \xi \leq 2 \epsilon \) into the bound yields \( \lambda_j \geq \alpha_1(c) \epsilon^2 f(p)^2 \).

Consider (ii). The eigenvector \( v_j \) can be written as \( \sqrt{\kappa} \cdot u + \sqrt{1 - \kappa} \cdot w \) for some constant \( 0 \leq \kappa \leq 1 \) and some unit vectors \( u \in T_p \) and \( w \in \mathcal{N}_p \). Since \( u \) and \( w \) are orthogonal, \( \lambda_j = \text{var}(X, v_j) = \kappa \cdot \text{var}(X, u) + (1 - \kappa) \cdot \text{var}(X, w) \). Since \( X \subseteq X_p(c) \), we have \( \text{var}(X, u) \leq \text{var}(X_p(c), u) \) and \( \text{var}(X, w) \leq \text{var}(X_p(c), w) \). Let \( U_u \) be the upper bound of \( \text{var}(X_p(c), u) \) shown in Lemma 4.4 and let \( U_w \) be the upper bound of \( \text{var}(X_p(c), w) \) shown in Lemma 4.6. Then \( \lambda_j \leq \kappa U_u + (1 - \kappa) U_w \). By our assumption that \( \epsilon \leq \frac{2}{c \sqrt{k + 2}} \), we have \( 4 \geq c^2 \epsilon^2 (k + 2) \) and hence \( 4(\epsilon + 2 \eta)^{k + 2} \geq c^4 \epsilon^4 (\epsilon + \eta)^k (k + 2) \). Under this condition, \( U_u \geq U_w \) which implies that \( \lambda_j \leq U_u \). Then substituting the inequalities \( \eta \leq \epsilon / 2 \), \( \eta \geq \delta / 4 \) and \( \epsilon / \delta \leq c_0 \) into \( U_u \) yields \( \lambda_j \leq \alpha_2(c) \epsilon^2 f(p)^2 \).

Consider (iii). The dimensions of \( \text{span}\{v_1, \cdots, v_{k+1}\} \) and \( \mathcal{N}_p \) sum to \( d + 1 > d \). So they intersect at a subspace of dimension at least 1. Take a unit vector \( w \) in the intersection. Since \( w \in \text{span}\{v_1, \cdots, v_{k+1}\} \), we have \( \lambda_{k+1} \leq \text{var}(X, w) \) by Lemma 2.1(ii). Since \( X \subseteq X_p(c) \), we have \( \text{var}(X, w) \leq \text{var}(X_p(c), w) \) and so \( \lambda_{k+1} \leq \text{var}(X_p(c), w) \). Then, as \( w \in \mathcal{N}_p \), \( \lambda_{k+1} \) is no more than the upper bound of \( \text{var}(X_p(c), w) \) in Lemma 4.6. Substituting the inequalities \( \eta \geq \delta / 4 \) and \( \epsilon / \delta \leq c_0 \) into this upper bound yields \( \lambda_{k+1} \leq \alpha_3(c) \epsilon^4 f(p)^2 \).
\( \alpha_3(c) \varepsilon^4 f(p)^2 \). Lastly, \( \lambda_j \leq \lambda_{k+1} \) for all \( k + 1 < j \leq d \).

In all, if \( X_p(c) \subseteq X \subseteq X_p(c') \) for some constants \( c \) and \( c' \), then the \( d - k \) smallest eigenvalues of the covariance matrix for \( X \) differ from the \( k \) largest eigenvalues essentially by a factor of \( \varepsilon^2 \). The additional factor \( \varepsilon^2 \) creates a gap between these two groups of eigenvalues.

### 4.4 Algorithmic results

Recall that the \( d \times d \) covariance matrix \( C \) is equal to \( \sum_{i=1}^{m} (x_{i1}, x_{i2}, \ldots, x_{id})^t (x_{i1}, x_{i2}, \ldots, x_{id}) \) for the vectors \( (x_{i1}, x_{i2}, \ldots, x_{id}) \), \( 1 \leq i \leq m \). Alternatively, if we use \( A \) to denote the \( d \times m \) matrix in which the \( i \)th column is \( (x_{i1}, x_{i2}, \ldots, x_{id})^t \), then \( C = A A^t \).

Using the algorithm by Yau and Lu [21], the eigenvalues of a \( N \times N \) symmetric matrix can be computed in \( O(T(N) \log N) \) time, i.e., \( O(T(d) \log d) \) for \( C \), where \( T(N) \) is the time for multiplying two \( N \times N \) matrices. (It is known that \( T(N) \log N = o(N^3) \).) This is time-consuming when \( d \) is huge, but a trick comes to our rescue. First, observe that when \( m < d \), \( C \) does not have full rank and it has at most \( m \) non-zero eigenvalues. Second, if \( \lambda \) is a non-zero eigenvalue of \( C \), \( \lambda \) is an eigenvalue of \( A^t A \), which is a \( m \times m \) matrix. We give a proof of this known fact below for completeness.

**Lemma 4.8** If \( \lambda \neq 0 \) is an eigenvalue of \( C \), \( \lambda \) is an eigenvalue of \( A^t A \).

**Proof.** Let \( u \) be an eigenvector of \( C \) corresponding to \( \lambda \). Note that \( A^t u \neq 0 \); otherwise, \( Cu = AA^t u = 0 \) instead of \( \lambda u \), a contradiction. If we multiply \( A^t A \) with \( A^t u \), we get \( A^t (A A^t u) = \lambda A^t u \). This shows that \( A^t u \) is an eigenvector of \( A^t A \) with eigenvalue \( \lambda \).

Therefore, it suffices to spend \( O(T(m) \log m) \) time to compute the eigenvalues of \( A^t A \) in order to obtain the non-zero eigenvalues of \( C \). Forming the products \( A A^t \) and \( A^t A \) take time \( O(d^2 m) \) and \( O(dm^2) \), respectively. In all, the non-zero eigenvalues of \( C \) can be obtained in \( O(\min\{T(d) \log d + d^2 m, T(m) \log m + dm^2\}) \) time. The simpler upper bound \( O(dm^2) \) will be sufficient for our purposes.

The following pseudo-code summarizes our algorithm for reporting the dimension of the manifold component containing a sample \( p \). We assume the knowledge of the bound \( c_0 \) on \( \varepsilon/\delta \) as in previous results [9, 14]. The parameter \( c \) is set to be at least \( 26c_0 \). The setting of the threshold \( \theta \) will be explained later. Let \( G(P, c) \) denote the adaptive neighborhood graph as defined by Giesen and Wagner [14].

```
DIMENSION(p, c): /* c \geq 26c_0 */

1. Let \( N(p, c) \) denote the set including \( p \) and its neighbors in \( G(P, c) \). Let \( Z(p, c) \) denote the set of vectors \( \{ q - p : q \in N(p, c) \land q \neq p \} \).

2. Compute the non-zero eigenvalues \( \lambda_1, \lambda_2, \ldots \) of the covariance matrix for \( Z(p, c) \) in \( O(d|Z(p, c)|^2) \) time.

3. Find the smallest \( j \) such that \( \lambda_{j+1}/\lambda_1 < \theta \) and output \( j \) as the dimension.
```
In the following, we derive the setting of θ so that \textsc{dimension}(p,c) reports the true dimension.

Since \( P \) is an \((\epsilon, \delta)\)-sampling, the nearest neighbor distance of any sample \( x \in P \) is at most \( 2\epsilon f(x)/(1-\epsilon) \) [14]. Therefore, for any sample \( q \in N(p,c) \), \( \|p-q\| \leq 2\epsilon \cdot \max\{f(p), f(q)\}/(1-\epsilon) \leq 2\epsilon f(p)/(1-\epsilon) + 2\epsilon \|p-q\|/(1-\epsilon) \). This implies that \( \|p-q\| \leq 2\epsilon f(p)/(1-(2c+1)\epsilon) \), which is less than \( 3\epsilon f(p) \) given our assumptions about \( \epsilon \) in Lemma 4.7 and that \( c \geq 26c_0 \). On the other hand, the nearest neighbor distance of \( p \) is at least \( \delta f(p) \) which is at least \( \epsilon f(p)/c_0 \) as \( \epsilon/\delta \leq c_0 \). We conclude that

\[
P_p(26) \subseteq P_p(c/c_0) \subseteq N(p,c) \subseteq P_p(3c),
\]

\[
X_p(26) \subseteq X_p(c/c_0) \subseteq Z(p,c) \subseteq X_p(3c).
\]

Let \( \lambda_1 \geq \lambda_2 \ldots \) be the non-zero eigenvalues of the covariance matrix for \( Z(p,c) \). Since \( X_p(26) \subseteq Z(p,c) \subseteq X_p(3c) \), the lower and upper bounds in Lemma 4.7(i) and (ii) imply that

\[
\forall 1 \leq j \leq k, \quad \alpha_1(26)e^2 f(p)^2 \leq \lambda_j \leq \alpha_2(3c)e^2 f(p)^2.
\]  

(2)

Similarly, the upper bound in Lemma 4.7(iii) implies that

\[
\lambda_{k+1} \leq \alpha_3(3c)e^4 f(p)^2.
\]  

(3)

So the following inequalities hold:

\[
\forall 2 \leq j \leq k, \quad \frac{\lambda_j}{\lambda_1} \geq \frac{\alpha_1(26)}{\alpha_2(3c)}.
\]

\[
\frac{\lambda_{k+1}}{\lambda_1} \leq \frac{e^2 \alpha_3(3c)}{\alpha_1(26)}.
\]

We want to enforce \( \theta \leq \frac{\alpha_1(26)}{\alpha_2(3c)} \) so that \textsc{dimension}(p,c) will not terminate before reaching \( \lambda_{k+1} \). It can be checked that

\[
\frac{\alpha_1(26)}{\alpha_2(3c)} = \frac{16^{k+2}}{2^{6k+1}c_0^{3c+1}k+2} = \left( \frac{16}{2^{6k+1}c_0^{3c+1}} \right)^k \cdot \frac{256}{2^{3c+1}} \geq \left( \frac{1}{2c_0(3c+1)} \right)^k.
\]

By Lemma 4.5, \( |N(p,c)| \geq |P_p(26)| \geq (2^4 - 4\xi)/(4\xi)^k \). As \( \xi \leq 2\epsilon \), \( |N(p,c)| \geq 2^k \). Therefore, we can compute the constant \( h = \lceil \log_2 2\epsilon_0 (3c+1)^3 \rceil \) and set \( \theta = |N(p,c)|^{-h} \). Then \( \theta \leq \left( \frac{1}{2c_0(3c+1)} \right)^k \leq \frac{\alpha_1(26)}{\alpha_2(3c)} \). Notice that \( \theta \) is set without the knowledge of \( k \).

As long as \( \epsilon \) becomes sufficiently small, \( \frac{e^2 \alpha_3(3c)}{\alpha_1(26)} < \theta \) and so \textsc{dimension}(p,c) will stop exactly at \( \lambda_{k+1} \). This constrains \( \epsilon \) to be \( O(2^{-\Theta(k)}) \).

In all, we have shown that \( \theta \) can be chosen so that the true dimension is reported. The running time of \textsc{dimension}(p,c) is dominated by the eigenvalue computation which takes \( O(d|Z(p,c)|^2) = O(d2^{O(k)}) \) time.

**Theorem 4.1** Let \( P \) be an \((\epsilon, \delta)\)-sampling of a smooth manifold in \( \mathbb{R}^d \), where \( \epsilon/\delta \leq c_0 \) for some constant \( c_0 \). Assume that \( G(P,c) \) is given for some \( c \geq 26c_0 \). Let \( p \) be a sample in \( P \) and let \( k \) be the dimension of the manifold component containing \( p \). There exists a value \( \epsilon_0 \) depending on \( c \), \( c_0 \), and \( k \) such that if \( \epsilon \leq \epsilon_0 \), \textsc{dimension}(p,c) outputs \( k \) in \( O(d2^{O(k)}) \) time.
4.5 Experimental results

We developed an implementation and collected some experimental results. The value of the threshold $\theta$ predicted by theory is pessimistically small and it only works when the sampling density is extremely high. We try to be more optimistic in the experiments and set $\theta$ arbitrarily to $1/4$. Our program measures some statistics that reflect the trustworthiness of the output dimension. We will discuss this later.

Our data include a torus and unit $k$-spheres for $k = 3, 4, 5$. The torus is in the form of a triangular mesh and we use the vertices as samples. Each unit $k$-sphere is centered at the origin. The point samples are generated on the sphere as follows. We first randomly generate $k$-dimensional points with coordinates uniformly picked between $-1$ and $1$. Then we project each point onto the $k$-sphere.

For each set of data, we vary $d$ to see its effect on the running time. We append zeros to the coordinates of the samples to lift them to $\mathbb{R}^d$. Although the zeros give no advantage to our dimension detection algorithm, we reflect the samples about a random hyperplane to remove this structure in the coordinates of the point samples. Since the data is imperfect, we perform dimension detection using 11 randomly picked point samples and their neighbors. Then we take a majority vote to decide the dimension of the data. The neighbors of each point sample $p$ are decided as follows. We compute the fourth nearest neighbor $q$ of $p$ and collect all samples within a distance of $2 \|p - q\|$ from $p$. We use the fourth nearest neighbor instead of the nearest neighbor of $p$ just in case the data is imperfect.

The experiments were run on a Pentium 4 with a 3.2GHz CPU and 1GB RAM. The eigenvalues were computed using Matlab. Table 1 shows the total number of samples in the data set, the average number of neighbors per sample used in dimension detection, the voting statistics, and the average cutoff $\lambda_{k+1}/\lambda_k$. For each data set, the averages are taken over all the trials for all values of $d$ experimented (11 trials per value of $d$). The voting statistics is the average percentage of correct votes. The voting statistics and the average cutoff reflect how trustworthy the output dimension is.

Our algorithm reports the true dimension after the majority vote in all cases. The average cutoff shows that $\lambda_{k+1}$ is roughly an order of magnitude less than $\lambda_k$ (and hence $\lambda_1, \lambda_2, \ldots, \lambda_{k-1}$ too). In the sphere experiments, the average cutoff increases steadily from the 3-sphere case to the 5-sphere case. This reflects the relative decrease in sampling density as $k$ increases. Figure 5 shows the total running time of the 11 trials as $d$ is varied from 10 to 1000. We do not include the time to compute the neighbors of the samples. As predicted by the theory, the running time does not grow quickly with $d$. We believe that the fluctuation in the running time for each data set is just experimental aberration and it does not have any significance.

5 Noisy case

In this section, we show that our approach can handle noise to a certain extent. We use three parameters $\epsilon$, $\delta$, and $\sigma$ to describe our noise model. All three parameters $\epsilon$, $\delta$, and $\sigma$ are from the interval $[0, 1)$. The set $P$ of noisy samples consists of non-outliers and
<table>
<thead>
<tr>
<th>Data</th>
<th>Size</th>
<th>Avg. no. of neighbors</th>
<th>Avg. % of correct votes</th>
<th>Avg. cutoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torus</td>
<td>4096</td>
<td>19.92</td>
<td>100%</td>
<td>0.0361</td>
</tr>
<tr>
<td>3-sphere</td>
<td>150000</td>
<td>35.57</td>
<td>93.2%</td>
<td>0.036</td>
</tr>
<tr>
<td>4-sphere</td>
<td>150000</td>
<td>64.98</td>
<td>100%</td>
<td>0.039</td>
</tr>
<tr>
<td>5-sphere</td>
<td>150000</td>
<td>128.68</td>
<td>98.9%</td>
<td>0.125</td>
</tr>
</tbody>
</table>

Table 1: Experimental results.

Figure 5: The running time of the 11 trials against the dimension $d$. The time to compute the neighbors is not included.
outliers. We use $Q$ to denote the subset of non-outliers. For each point $q \in Q$, we use $\bar{q}$ to denote its closest point in $\mathcal{M}$. We say that $P$ is an $(\epsilon, \delta, \sigma)$-noisy-sampling if the following conditions are satisfied.

(i) $1 \leq \epsilon / \delta \leq c_0$ for some constant $c_0$.

(ii) For any sample $p \in Q$, $\|p - \bar{p}\| \leq \epsilon^2 f(\bar{p})$.

(iii) For any point $a \in \mathcal{M}$, there exists $q \in Q$ such that $\|a - \bar{q}\| \leq \epsilon f(a)$.

(iv) For any samples $p, q \in Q$, $\|p - q\| \geq \delta f(\bar{p})$.

(v) $|P \setminus Q| \leq \sigma|P|$.

Conditions similar to (ii) have been used in the literature [6, 9, 17] to model small perturbations of samples in the problems of reconstructing curves and surfaces from noisy samples. But outliers have not been allowed previously. Our proofs will require the parameter $\epsilon$ to be $O(2^{-\Theta(k)})$ and the parameter $\sigma$ to be $O(2^{-\Theta(k)}(\log n)^{-1})$, where $n = |P|$. The condition (v) for outliers is motivated by the usual observation that the positions of outliers are arbitrary but they are sparse. We emphasize that although our model and analysis distinguish between non-outliers and outliers, our algorithm does not require or guess this information.

Our basic strategy for the noiseless case can be carried over to the noisy case. The intuition is that, given the sparsity of the outliers, there is a good chance to pick a neighborhood free of outliers. Then the small noise magnitude will not interfere much with our approximate eigenvalue computation. So our previous approach will still detect the manifold dimension with high probability. However, when the algorithm encounters an outlier, its running time may be very high. Therefore, we need to modify the algorithm in order to lower the probability of such an event.

The detailed analysis is given in the rest of this section. We model it mostly after the one for the noiseless case so as to reuse the previous results. The following result will be useful.

**Lemma 5.1** Assume $\epsilon \leq 1/(6c_0)$. Let $\bar{Q} = \{\bar{q} : q \in Q\}$. Then $\bar{Q}$ is an $(\epsilon, \delta')$-sampling of $\mathcal{M}$, where $\delta' = \delta - 2\epsilon^2 \geq 2\delta / 3$.

**Proof.** It follows from the definition of $(\epsilon, \delta, \sigma)$-noisy-sampling that for any point $x \in \mathcal{M}$, there is a point $\bar{p} \in \bar{Q}$ such that $\|\bar{p} - x\| \leq \epsilon f(x)$. Take two points $\bar{p}, \bar{q} \in \bar{Q}$. Assume that $f(\bar{p}) \geq f(\bar{q})$. We have $\|\bar{p} - \bar{q}\| \geq \|p - q\| - \|p - \bar{p}\| - \|q - \bar{q}\|$. By our noisy sampling model, we have $\|p - q\| \geq \delta f(\bar{p})$, $\|p - \bar{p}\| \leq \epsilon^2 f(\bar{p})$, and $\|q - \bar{q}\| \leq \epsilon^2 f(\bar{q})$. It follows that $\|\bar{p} - \bar{q}\| \geq (\delta - 2\epsilon^2)f(\bar{p}) = \delta' f(\bar{q})$. So $\|\bar{p} - \bar{q}\| \geq \delta' f(\bar{q})$ too. 

**5.1 Projection of the non-outliers onto the tangent space**

Take a point $p$ in the set $Q$ of non-outliers. Define

$$T_p = \{x + p - \bar{p} : x \in T_{\bar{p}}\}, \quad N_p = \{x + p - \bar{p} : x \in N_{\bar{p}}\}.$$
Proof.

Consider (i). By Lemma 5.1, $\bar{\omega}$ is a point of $\bar{\omega}$. We are to show that $\hat{\bar{\omega}}$ is a point of $\bar{\omega}$. Let $Q_p(c)$ denote the set of points $Q \cap C_p(c)$. Define the following:

- For each $\bar{q} \in \bar{Q}$, let $\hat{\bar{q}}$ denote the projection of $\bar{q}$ onto $\bar{Q}$. Let $\hat{Q}_p(c)$ denote the set of points $\{\hat{\bar{q}} : \bar{q} \in \bar{Q} \cap B_p(c)\}$.
- For each $q \in Q$, let $q^*$ denote the projection of $q$ onto $T_p$. Let $Q^*_p(c)$ denote the set of points $\{q^* : q \in Q_p(c)\}$.

We show that $Q^*_p(c)$ is fairly uniformly distributed.

**Lemma 5.2** Assume that $c > 3$ and $\epsilon \leq \frac{1}{60(c+2)\cdot c_0}$. Let $p$ be a sample in $Q$. There exist $\psi$ and $\omega$ such that $\psi \in [\epsilon, 2\epsilon]$, $\omega \in [\delta/4, \delta/2]$, and the following hold.

(i) For any point $a \in C_p(c-3) \cap T_p$, there exists $q^* \in Q^*_p(c)$ such that $\|a - q^*\| \leq \psi f(\bar{p})$.

(ii) For any points $q, s \in Q_p(c)$, $\|q^* - s^*\| \geq 2\omega f(\bar{p})$.

**Proof.** Consider (i). By Lemma 5.1, $\bar{Q}$ is an $(\epsilon, \delta')$-sampling. So we can apply Lemma 4.3 to $\bar{Q}$ and $\bar{p}$ with the constant $c$. It follows from Lemma 4.3(i) that

$$\forall \text{ point } x \in B_p(c-2) \cap T_p, \exists \hat{s} \in \hat{Q}_p(c) \text{ such that } \|x - \hat{s}\| \leq \xi f(\bar{p}),$$

(4)

where $\xi = \epsilon(1 + (c-2)\epsilon + 4(c-2)^2\epsilon)$. We prove (i) for the constant $\psi = \xi + \epsilon^2 + c\epsilon^3$. Note that $\psi \leq \xi + (c+1)\epsilon^2 \leq \epsilon(1 + (2c-1)\epsilon + 4(c-2)^2\epsilon) \leq (1 + 4c^2\epsilon)\epsilon$. Thus $\psi \in [\epsilon, 2\epsilon]$ as $\epsilon < 1/(4c^2)$ by assumption.
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Figure 6: The bold curve denotes $\mathcal{M}$. The solid line denotes $T_p$. The dashed line denotes $T_p$. Each arrow represents a projection.

Let $\beta = c-3$. Refer to Figure 6. Take a point $a \in C_p(\beta) \cap T_p$. Let $a'$ be the projection of $a$ onto $T_p$. Since $T_p$ and $T_p$ are parallel, $a' \in B_p(\beta) \cap T_p$. Since $\beta < c-2$, by (4), there is a point $\hat{q} \in \hat{Q}_p(c)$ such that

$$\|a' - \hat{q}\| \leq \xi f(\bar{p}).$$

(5)

We are to show that $q^*$ satisfies (i). Figure 6 illustrates the situation.

We first show that $q^* \in Q^*_p(c)$. By our sampling condition, $\|p - q\| \leq \|\bar{p} - \bar{q}\| + \epsilon^2 f(\bar{p}) + \epsilon^2 f(\bar{q})$. Since $\hat{q} \in \hat{Q}_p(c)$, we have $\hat{q} \in B_p(c)$ by definition. By the Lipschitz condition,

$$f(\bar{q}) \leq f(\bar{p}) + \|\bar{p} - \bar{q}\| \leq (1 + c\epsilon)f(\bar{p}).$$

(6)
Thus we have
\[ \|p - q\| \leq \|\bar{p} - \bar{q}\| + (2\epsilon^2 + c^3 \cdot f(\bar{p}) \cdot \|\bar{p}\|). \] (7)

By the triangle inequality, \( \|\bar{p} - \bar{q}\| \leq \|\bar{p} - a'\| + \|a' - \bar{q}\| + \|\bar{q} - \bar{q}\|. \) We already know the bound of \( \|a' - \bar{q}\| \) from (5). Since \( a \in \mathcal{C}_p(\beta) \) by assumption, \( \|\bar{p} - a'\| = \|p - a\| \leq \beta \epsilon f(\bar{p}). \) Since \( \bar{q} \in \mathcal{B}_p(c), \) Lemma 4.1 implies that \( \|\bar{q} - \bar{q}\| \leq (c^2 \epsilon^2 / 2) \cdot f(\bar{p}). \) In all, we have
\[ \|\bar{p} - \bar{q}\| \leq (\beta \epsilon + \xi + c^2 \epsilon^2 / 2) \cdot f(\bar{p}). \]

Substituting this into (7) yields (note that \( \xi \leq 2\epsilon \))
\[ \|p - q\| \leq (\beta \epsilon + \xi + c^2 \epsilon^2 / 2 + 2\epsilon^2 + c^2) \cdot f(\bar{p}) \leq ((\beta + 2) \epsilon + (c^2 + 2c + 4) \epsilon^2 / 2) \cdot f(\bar{p}) \leq (\beta + 3) \epsilon f(\bar{p}), \]

because \( \epsilon \leq \frac{1}{60(c+2)c_0^2} \) implies that \((c^2 + 2c + 4) \epsilon / 2 \leq 1. \) Thus \( \|p - q\| \leq c \epsilon f(\bar{p}) \) as \( \beta = c - 3. \) It follows that \( q \in \mathcal{Q}_p(c) \) and \( q^* \in \mathcal{Q}_p^*(c). \)

Next, we show that \( \|a - q^*\| \leq \psi f(\bar{p}). \) Let \( q' \) be the projection of \( q \) onto \( T_{\bar{p}}. \) Observe that \( \|a - q '\| = \|a' - q '\| \leq \|a' - \bar{q}\| + \|\bar{q} - q '\|. \) We already know that \( \|a' - \bar{q}\| \leq \xi f(\bar{p}) \) from (5). We have \( \|\bar{q} - q '\| \leq \|q - \bar{q}\| \leq \epsilon^2 f(\bar{q}). \) Replacing \( f(\bar{q}) \) using equation (6), we get
\[ \|\bar{q} - q '\| \leq (\epsilon^2 + c^3) f(\bar{p}). \] (8)

Hence, \( \|a - q^*\| \leq (\xi + \epsilon^2 + c^3) f(\bar{p}) = \psi f(\bar{p}). \) This finishes the proof of (i).

Consider (ii). By Lemma 5.1, \( Q \) is an \((\epsilon, \delta')\)-sampling. So we can apply Lemma 4.3 to \( \bar{Q} \) and \( \bar{p} \) with the constant \( 2c + 4. \) It follows from Lemma 4.3(ii) that
\[ \forall \bar{q}, \bar{s} \in \bar{Q} \cap \mathcal{B}_p(2c + 4), \|\bar{q} - \bar{s}\| \geq 2\gamma f(\bar{p}). \] (9)

where \( \eta = \delta' / 2 - (2c + 4) \epsilon^2 / 2. \) We prove (ii) for constant \( \omega = \eta - \epsilon^2 - (2c + 4) \epsilon^3. \) Since \( \delta' \geq 2\delta / 3 \) by Lemma 5.1, we have \( \omega \geq \delta / 3 - (2c + 4) \epsilon^2 / 2 - \epsilon^2 - (2c + 4) \epsilon^3 \geq \delta / 3 - 5(c+2) \epsilon^2. \) Since \( \epsilon \leq \frac{1}{80(c+2)c_0^2} \) by assumption, we have \( \omega \geq \delta / 3 - \epsilon / (12c_0) \geq \delta / 4. \) In all, \( \omega \in [\delta/4, \delta/3] \subset [\delta/4, \delta/2] \) as desired.

Take two points \( q, s \in \mathcal{Q}_p(c). \) Let \( q' \) be the projection of \( q \) onto \( T_{\bar{p}} \) and let \( s' \) be the projection of \( s \) onto \( T_{\bar{p}}. \) Figure 7 illustrates the situation.

Figure 7: The bold curve denotes \( \mathcal{M}. \) The solid line denotes \( T_{\bar{p}}. \) The dashed line denotes \( T_{\bar{p}}. \) Each arrow represents a projection.
By the triangle inequality, we have \( \| \bar{p} - \bar{q} \| \leq \| p - q \| + \epsilon^2 f(\bar{p}) + \epsilon^2 f(\bar{q}) \). Since \( q \in Q_p(c) \), we have \( \| p - q \| \leq c \epsilon f(\bar{p}) \). Replacing \( f(\bar{q}) \) using the inequality \( f(\bar{q}) \leq f(\bar{p}) + \| \bar{p} - \bar{q} \| \) yields

\[
\| \bar{p} - \bar{q} \| \leq \frac{c \epsilon + 2 \epsilon^2}{1 - \epsilon^2} f(\bar{p}) \leq (2c + 4) \epsilon f(\bar{p}),
\]

(10) as \( 2 \epsilon^2 \leq 2 \epsilon \) and \( 1 - \epsilon^2 \geq 1/2 \). So \( \bar{q} \in \bar{Q} \cap B_p(2c + 4) \). Similarly, \( \bar{s} \in \bar{Q} \cap B_p(2c + 4) \). Then by (9), we conclude that \( \| \bar{q} - \bar{s} \| \geq 2 \eta f(\bar{p}) \). It follows that

\[
\| q^* - s^* \| = \| q' - s' \| \geq \| \bar{q} - \bar{s} \| - \| \bar{q} - q' \| - \| \bar{s} - s' \| \geq 2 \eta f(\bar{p}) - \| \bar{q} - q' \| - \| \bar{s} - s' \|.
\]

(11) (12) (13)

We have \( \| \bar{q} - q' \| \leq \| q - \bar{q} \| \leq \epsilon^2 f(\bar{q}) \). By the Lipschitz condition, \( f(\bar{q}) \leq f(\bar{p}) + \| \bar{p} - \bar{q} \| \leq f(\bar{p}) + (2c + 4) \epsilon f(\bar{p}) \). This implies that

\[
\| \bar{q} - q' \| \leq (\epsilon^2 + (2c + 4) \epsilon^3) f(\bar{p}).
\]

Similarly, \( \| \bar{s} - s' \| \leq (\epsilon^2 + (2c + 4) \epsilon^3) f(\bar{p}) \). Substituting these two inequalities into (13) yields \( \| q^* - s^* \| \geq 2(\eta - \epsilon^2 - (2c + 4) \epsilon^3) f(\bar{p}) = 2\omega f(\bar{p}) \). This proves (ii).

\[ \Box \]

### 5.2 Bounds of Eigenvalues

Let \( p \) be a sample in \( Q \). Define \( Y_p(c) \) to be the set of vectors \( q - p \) for all sample points \( q \) in \( Q_p(c) \setminus \{p\} \). Lemma 5.2 allows us to obtain the following results.

**Lemma 5.3** Let \( p \) be a sample in \( Q \). Assume that \( c > 11 \) and \( \epsilon \leq \frac{1}{60(c+2)^2c_0} \). Then

(i) \( \frac{(c-3c-4\psi)^k}{4\psi^k} \leq |Q_p(c)| \leq \frac{2(\epsilon \omega + \omega)^k}{\omega^k} \).

(ii) For any unit vector \( u \in T_p \), \( \frac{f(\bar{p})^2}{k+2} \cdot \frac{(c-3c-4\psi)^k+2}{4\psi^k} \leq \text{var}(Y_p(c), u) \leq \frac{2f(\bar{p})^2}{k+2} \cdot \frac{(\epsilon \omega + 2\omega)^k+2}{\omega^k} \).

(iii) For any unit vector \( v \in N_p \), \( \text{var}(Y_p(c), v) \leq \frac{18(c+2)^4c_4f(\bar{p})^2(\epsilon \omega + \omega)^k}{\omega^k} \).

**Proof.** Lemma 5.2 allows us to derive the bounds in (i) and (ii) in exactly the same ways as in the proofs of Lemmas 4.4 and 4.5. We just have to substitute \( \xi \) by \( \psi \) and \( \eta \) by \( \omega \). Also, \( c - 2 \) in the lower bounds in Lemma 4.5 becomes \( c - 3 \) in the lower bound of \( |Q_p(c)| \) in (i) and \( \text{var}(Y_p(c), u) \) in (ii). (This also explains why we require \( c > 11 \) when compared with the requirement of \( c > 10 \) in Lemma 4.5.)

Consider (iii). We first bound the distance from \( q \) to \( T_p \) for any sample \( q \in Q_p(c) \). By the triangle inequality, the distance from \( q \) to \( T_p \) is no more than the sum of the distances between \( q \) and \( \bar{q} \), between \( \bar{q} \) and \( T_{\bar{p}} \), and between \( T_{\bar{p}} \) and \( T_p \).

The distance between \( T_{\bar{p}} \) and \( T_p \) is at most \( \epsilon^2 f(\bar{p}) \). The distance \( \| q - \bar{q} \| \) is at most \( \epsilon^2 f(\bar{q}) \leq \epsilon^2 f(\bar{p}) + \epsilon^2 \| \bar{p} - \bar{q} \| \) by the Lipschitz condition. By equation (10) in the proof of Lemma 5.2, we have \( \| \bar{p} - \bar{q} \| \leq (2c + 4) \epsilon f(\bar{p}) \).

Since \( \epsilon \leq \frac{1}{60(c+2)^2c_0} \), we get \( \| \bar{p} - \bar{q} \| < f(\bar{p}) \).
So $\|q - \bar{q}\| \leq 2e^{2}f(\bar{p})$. Because $\|\bar{p} - \bar{q}\| \leq (2c + 4)e^{2}f(\bar{p})$, Lemma 4.1 implies that the distance from $\bar{q}$ to $T_{\bar{p}}$ is at most $(2c + 4)^{2}e^{2}f(\bar{p})/2 = (2c + 2)^{2}e^{2}f(\bar{p})$.

Hence, the distance from $q$ to $T_{\bar{p}}$ is at most $(3c^{2} + 2c + 2)^{2}e^{2}f(\bar{p}) \leq 3c^{2} + 2c + 2)^{2}e^{2}f(\bar{p})$. Therefore, for any unit vector $v \in N_{\bar{p}}$, $\text{var}(Y_{\bar{p}}(c), v) \leq |Q_{p}(c)| \cdot 9(c + 2)^{4}e^{4}f(\bar{p})^{2}$. Substituting the upper bound of $|Q_{p}(c)|$ in (i) proves that $\text{var}(Y_{\bar{p}}(c), v) \leq \frac{18(c + 2)^{4}e^{4}f(\bar{p})^{2}(c + \omega)^{k}}{\omega^{k}}$.

Define the following functions:

$$
\gamma_1(c) = \frac{(c - 11)^{2k+2}}{(k + 2)2^3}, \quad \gamma_2(c) = \frac{(c + 1)^{k+2}2^{2k+1}c_0^k}{k + 2}, \quad \gamma_3(c) = 18(c + 2)^{4}(4cc_0 + 1)^k.
$$

By substituting the inequalities $\psi \leq 2\epsilon$, $\delta/4 \leq \omega \leq \delta/2 \leq \epsilon/2$, and $\epsilon/\delta \leq c_0$ into the bounds in Lemma 5.3(ii) and (iii), we conclude that $\gamma_1(c)\epsilon^2f(\bar{p})^2$ is at most the lower bound of $\text{var}(Y_{\bar{p}}(c), u)$ in Lemma 5.3(ii), $\gamma_2(c)\epsilon^2f(\bar{p})^2$ is at least the upper bound of $\text{var}(Y_{\bar{p}}(c), u)$ in Lemma 5.3(ii), and $\gamma_3(c)\epsilon^4f(\bar{p})^2$ is at least the upper bound of $\text{var}(Y_{\bar{p}}(c), v)$ in Lemma 5.3(iii). Given a set $Y$ of $d$-dimensional vectors, Lemma 5.3(ii) and (iii) allow us to bound the eigenvalues of the covariance matrix for $Y$ in the same way as in Lemma 4.7, when $Y \subseteq Y_{\bar{p}}(c)$ or $Y_{\bar{p}}(c) \subseteq Y$. In all, we have the following result.

**Lemma 5.4** Let $p$ be a sample in $Q$. Let $Y$ be a set of $d$-dimensional vectors. Let $\lambda_1 \geq \lambda_2 \ldots \geq \lambda_d$ be the eigenvalues of the covariance matrix for $Y$. Let $k = \dim(T_{\bar{p}})$. Assume that $c > 11$. There exists $\epsilon_0$ depending on $c$, $c_0$ and $k$ such that if $\epsilon \leq \epsilon_0$, then

(i) if $Y_{\bar{p}}(c) \subseteq Y$, then $\lambda_j \geq \gamma_1(c)\epsilon^2f(\bar{p})^2$ for $1 \leq j \leq k$;

(ii) if $Y \subseteq Y_{\bar{p}}(c)$, then $\lambda_j \leq \gamma_2(c)\epsilon^2f(\bar{p})^2$ for $1 \leq j \leq k$, and

(iii) if $Y \subseteq Y_{\bar{p}}(c)$, then $\lambda_j \leq \gamma_3(c)\epsilon^4f(\bar{p})^2$ for $k + 1 \leq j \leq d$.

### 5.3 Sparsity of outliers

The adaptive neighborhood graph is an undirected graph in the noiseless case. But this does not work in the presence of outliers. An outlier far away could become the neighbor of all other vertices, and in this case, the neighbors of a non-outlier are not necessarily in close proximity as desired. This calls for a directed version of the adaptive neighborhood graph. For every sample $p \in P$, we assign an arc from $p$ to other samples $q \in P$ such that $\|p - q\|$ is no more than $c$ times the nearest neighbor distance of $p$. We denote this set of neighbors by $DN(p, c)$ for every $p \in P$ and the resulting directed adaptive neighborhood graph by $DG(P, c)$. Comparing with the undirected adaptive neighborhood graph, $DN(p, c)$ is a subset of $N(p, c)$ but it suffices for our purposes.

We quantify the sparsity of outliers by showing that $DN(p, c)$ is free of outliers for many choices of $p$. We first show a technical result. Recall that for a sample $p \in Q$, $C_p(c)$ is the ball centered at $p$ with radius $\epsilon f(\bar{p})$.

**Lemma 5.5** Assume that $\epsilon \leq 1/(6c_0)$. Then $DN(p, c) \subseteq C_p(3c)$ for any sample $p \in Q$. 
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Proof. Take a sample $p \in Q$. Since $Q$ is an $(\epsilon, \delta')$-sampling by Lemma 5.1, it has been shown [14] that the distance between $\bar{p}$ and the nearest point $\bar{q} \in Q$ is at most $2\epsilon f(\bar{p})/(1-\epsilon)$. The Lipschitz condition implies that $f(\bar{q}) \leq (1+\epsilon)f(\bar{p})/(1-\epsilon)$. Therefore, \[ \|p - q\| \leq \frac{2\epsilon}{(1-\epsilon)}f(\bar{p}) + \epsilon^2 f(\bar{p}) + \epsilon^2 f(\bar{q}) \leq \frac{2\epsilon}{(1-\epsilon)}f(\bar{p}) + \epsilon^2 f(\bar{p}) + \frac{\epsilon^2(1+\epsilon)}{1-\epsilon}f(\bar{p}). \] It can be checked that this bound is no more than $3\epsilon f(\bar{p})$ for $\epsilon \leq \frac{1}{5}$. Since $\|p - q\|$ is at least the distance from $p$ to its nearest neighbor in $DN(p, c)$, we conclude that $DN(p, c) \subseteq C_p(3c)$.

\[ \text{Lemma 5.6} \quad \text{Assume that } \epsilon \leq \frac{1}{60(c+2)^2c_0}. \text{ Let } l \geq 1 \text{ and let } \sigma \leq \frac{1}{24l(24cc_0+1)^k}. \text{ If a sample } p \text{ is picked uniformly at random from } P, DN(p, c) \text{ contains an outlier with probability less than } 1/(8l). \]

Proof. Let $o \in P \setminus Q$ be an outlier. Let $S$ be the set of non-outliers $p \in Q$ such that $o \in C_p(3c)$. We first prove an upper bound of $|S|$. Take the non-outlier $q \in S$ with the maximum $f(\bar{q})$. For all $p \in S$, since $C_p(3c)$ and $C_q(3c)$ overlap, we have $\|p - q\| \leq 3\epsilon f(\bar{p}) + 3\epsilon f(\bar{q}) \leq 6\epsilon f(\bar{q})$. Therefore, $S$ lies inside $C_q(6c)$ which implies that $S \subseteq Q_q(6c)$. By Lemma 5.3(i), we have $|S| \leq |Q_q(6c)| \leq 2(6\epsilon c_0 + 1)^k$. Substituting the inequalities $\omega \geq \delta/4$ and $\epsilon/\delta \leq c_0$ yields the bound $2(24cc_0 + 1)^k$.

There are at most $\sigma|P|$ outliers by our noisy sampling condition. It follows that there at most $2\sigma(24cc_0 + 1)^k|P| \leq |P|/(12l)$ non-outliers $p$ such that $C_p(3c)$ contains an outlier. By Lemma 5.5, we conclude that there are at most $|P|/(12l)$ non-outliers $p$ whose $DN(p, c)$ contains an outlier. Hence, if we pick a sample $p$ from $P$ uniformly at random, the probability of picking a sample $p$ whose $DN(p, c)$ contains an outlier is at most $1/(12l) + \sigma < 1/(12l) + 1/(24l) = 1/(8l)$.

\[ \text{5.4 Algorithmic results} \]

We assume the knowledge of the bound $c_0$ on $\epsilon/\delta$ as in previous results [9, 14]. We also assume the directed adaptive neighborhood graph $DG(P, c)$ is given. The constant $c$ is set to be at least $27c_0$. The basic idea is to pick $4l - 1$ random examples for some $l \geq 1$, run PCA, and then take a majority vote to determine the manifold dimension. There are slight complications in order to get a good expected running time. The details are summarized in the following pseudo-code.
NosyDim(c, l): /* c \geq 27c_0 and l \geq 1 */

1. Pick 4l - 1 random samples p_1, \ldots, p_{4l-1} from P. For 1 \leq i \leq 4l - 1, let Z(p_i, c) denote the set of vectors \{q - p_i : q \in DN(p_i, c) \land q \neq p_i\}.

2. Throw away the p_i’s with the 2l largest neighborhood sizes |DN(p_i, c)|.

3. Let h = \lceil \log_2 2c_0(3c + 1)^3 \rceil. For each surviving p_i, set \theta_i = |DN(p_i, c)|^{-h}.

4. For each surviving p_i, do the following:
   
   (a) Compute the non-zero eigenvalues \lambda_{i,1} \geq \lambda_{i,2} \geq \cdots of the covariance matrix for Z(p_i, c) in O(d|Z(p_i, c)|^2) time.

   (b) Find the smallest j such that \lambda_{i,j}/\lambda_{i,1} < \theta_i and record j - 1 as p_i’s vote.

5. Output the majority vote as the manifold dimension.

If we accidentally pick an outlier p_i far away from other points in P in step 1, DN(p_i, c) may contain a huge number of samples in P. In this case, it will be very time-consuming to run PCA on Z(p_i, c). Therefore, we introduce step 2 to lower the probability of this event. In the rest of this section, we analyze the performance of NosyDim.

Lemma 5.7 Assume that l \geq 1 and c \geq 27c_0. Let K be the manifold dimension. Let S be the set of surviving sample points after step 2, and let K \subseteq S be the subset of samples whose DN(p_i, c) contains an outlier. There exists \epsilon_0 depending on c, c_0 and k such that if \epsilon \leq \epsilon_0 and \sigma \leq \frac{1}{2d(2k^4c_0+1)^k}, the following hold.

(i) The probability that |K| \geq l is at most 2^{-l}.

(ii) For any sample p \in S \setminus K, Q_p(27) \subseteq Q_p(c/c_0) \subseteq DN(p, c) \subseteq Q_p(3c). The cardinality of Q_p(27) is at least 2^k.

(iii) Let m = \max\{|DN(p_i, c)| : p_i \in S\}. It holds with probability at least 1 - 2^{-2l} that m \leq 2(12cc_0 + 1)^k.

(iv) For each p_i \in S \setminus K, \lambda_{i,j}/\lambda_{i,1} \geq \theta_i for 1 \leq j \leq k and \lambda_{i,k+1}/\lambda_{i,1} < \theta_i.

Proof. Consider (i). Let K’ be the subset of the 4l - 1 samples picked in step 1 whose DN(p_i, c) contains an outlier. It suffices to show that Prob(|K’| \geq l) \leq 2^{-l}. By Lemma 5.6, for any p_i \in K’, the probability of DN(p_i, c) containing an outlier is at most 1/(8l). So Prob(|K’| \geq l) \leq \binom{4l-1}{l}(8l)^{-l} \leq (4l)^l(8l)^{-l} = 2^{-l}.

Consider (ii). By Lemma 5.5, DN(p, c) \subseteq Q_p(3c) for any non-outlier p. Since DN(p, c) is free of outliers, we have DN(p, c) \subseteq Q_p(3c). By our noisy sampling condition, the distance from p to the nearest non-outlier is at least \delta f(\tilde{p}) \geq \epsilon f(\tilde{p})/c_0 as \epsilon/\delta \leq c_0. Thus
Consider (iii). For a sample \( p \in S \setminus K \), by (ii), we have \(|DN(p,c)| \leq |Q_p(3c)|\) for any non-outlier \( p \). By Lemma 5.3(i) and the fact that \( \epsilon/\delta \leq c_0 \) and \( \omega \geq \delta/4 \), we get \(|DN(p,c)| \leq |Q_p(3c)| \leq 2(12cc_0 + 1)^k\). Let \( p_i \in S \) be the sample with largest neighborhood size \(|DN(p_i,c)|\), i.e., \(|DN(p_i,c)| = m\). If \( m > 2(12cc_0 + 1)^k\), \( DN(p_i,c) \) must contain an outlier. Since all the samples thrown away in step 2 have neighborhood size no less than \( m\), their neighborhood contain outliers as well. Thus \( \text{Prob}(m > 2(12cc_0 + 1)^k)\) is at most the probability that \( 2l \) or more samples have outliers in their neighborhood. By Lemma 5.6, this probability is at most \((\frac{4l-1}{2})^2|8l|^{-2l} \leq (4l)^2(8l)^{-2l} = 2^{-2l}\).

The arguments for proving (iv) is similar to the analysis in Section 4.4 in the noiseless case. The result in (ii) and Lemma 5.4 imply that

\[
\forall 1 \leq j \leq k, \quad \gamma_1(27)\epsilon^2 f(p_i)^2 \leq \lambda_{i,j} \leq \gamma_2(3c)\epsilon^2 f(p_i)^2.
\]

We have \(\gamma_1(27)/\gamma_2(3c) = \frac{10^{k+2}}{2^{2k+1}16(3c+1)^{k+2}} = \left(\frac{16}{32c(3c+1)}\right)^k \cdot \frac{256}{2(3c+1)^2} \geq \left(\frac{1}{2c(3c+1)}\right)^k\). By (ii), \(|DN(p_i,c)| \geq 2^k\). Since step 3 enforces that \( \theta_i \leq |DN(p_i,c)|^{-h} \leq 2^{-hk} \leq \left(\frac{1}{2c(3c+1)}\right)^k \leq \frac{\gamma_1(27)}{\gamma_2(3c)}\), NoisyDim will not terminate before reaching \( \lambda_{i,k+1} \). As long as \( \epsilon \) becomes sufficiently small, \( \epsilon^2\gamma_3(3c)/\gamma_1(27) \) is less than \( \theta_i \), so NoisyDim will stop at \( \lambda_{i,k+1} \).

We are ready to show that NoisyDim outputs the correct manifold dimension with high probability.

**Lemma 5.8** Assume that \( c \geq 27c_0 \). Let \( k \) be the manifold dimension. There exists \( \epsilon_0 \) depending on \( c, c_0 \) and \( k \) such that if \( \epsilon \leq \epsilon_0 \) and \( \sigma \leq \frac{1}{24(24cc_0+1)^k} \), NoisyDim\((c,l)\) outputs the correct manifold dimension with probability at least \( 1 - 2^{-l} \).

**Proof.** Let \( L \) be the subset of surviving \( p_i \)'s after step 2 whose \( DN(p_i,c) \) is free of outliers. By Lemma 5.7(i), \( L \) consists of the majority of the surviving \( p_i \)'s with probability at least \( 1 - 2^{-l} \). By Lemma 5.7(iv), the vote of a \( p_i \in L \) is the correct manifold dimension. Thus, NoisyDim reports the correct manifold dimension with probability at least \( 1 - 2^{-l} \). \( \square \)

Next, we analyze the expected running time of NoisyDim. In the following, we set \( l = \lceil \log_2 n \rceil \) to get a good expected running time.

**Lemma 5.9** Assume that \( c \geq 27c_0 \). Let \( l = \lceil \log_2 n \rceil \). Let \( k \) be the manifold dimension. There exists \( \epsilon_0 \) depending on \( c, c_0 \) and \( k \) such that if \( \epsilon \leq \epsilon_0 \) and \( \sigma \leq \frac{1}{24(24cc_0+1)^k} \), NoisyDim\((c,l)\) runs in \( O(d^2O(k) \log n) \) expected time.

**Proof.** We assume that the graph \( DG(P,c) \) is given in the adjacency lists representation. If each vertex in \( DG(P,c) \) stores the number of its neighbors, step 2 can be done in \( O(l) \) time. Otherwise, we scan the adjacency lists of the \( p_i \)'s one neighbor at a time in a round-robin fashion. We stop the round-robin scanning as soon as we have exhausted the
adjacency list of $2l - 1 p_i$'s. They form the set of surviving $p_i$'s. Recall that $m$ is the maximum cardinality of neighborhood for surviving samples, as defined in Lemma 5.7(iii). So steps 1 and 2 take $O(ml)$ time, where $m$ is the size of the largest neighborhood of the surviving samples after step 2. By Lemma 5.7(iii), $m \leq 2(12c_0 + 1)^k = 2^{O(k)}$ with probability at least $1 - 2^{-2l}$ and we always have $m \leq n$. Therefore, the expected running time of steps 1 and 2 is bounded by $O(l2^{O(k)} + 2^{-2l}nl)$. Since $l = \lceil \log_2 n \rceil$, this simplifies to $O(2^{O(k)} \log n)$. The running time to compute the non-zero eigenvalues for all surviving $p_i$'s is $O(ldm^2)$. So the expected running time is bounded by $O(ldm^2 + 2^{-2l}ldn^2)$. Since $l = \lceil \log_2 n \rceil$, the second term becomes $O(l).$ So the expected time of step 4 is $O(d2^{O(k)} \log n)$. 

When we substitute $l = \lceil \log_2 n \rceil$, the probability bound in Lemma 5.8 is at least $1 - 1/n$. The following theorem summarizes our result for the noisy case.

**Theorem 5.1** Let $P$ be an $(\epsilon, \delta, \sigma)$-noisy-sampling of a smooth connected $k$-dimensional manifold in $\mathbb{R}^d$, where $\epsilon/\delta \leq c_0$ for some constant $c_0$. Define $n$ to be the size of $P$, $c$ to be a constant at least $27c_0$, and $l = \lceil \log_2 n \rceil$. Assume that $DG(P, c)$ is given. Then there exists a value $c_0$ depending on $c$, $c_0$, and $k$ such if $\epsilon \leq c_0$ and $\sigma \leq \frac{1}{24(24c_0 + 1)^k}$, $\text{NoisyDim}(c, l)$ reports the manifold dimension with probability $1 - 1/n$ in $O(d2^{O(k)} \log n)$ expected time.

### 5.5 Experimental results

We add outliers and perturb the data used in the experiments for the noiseless case. For each set of data, we take its smallest bounding box, expand it by 20%, and then generate outliers in the box uniformly. Each non-outlier sample $p$ is perturbed by displacing it in a random direction with an amount randomly chosen between 0 and half of the nearest neighbor distance of $p$. We use the same parameters for the experiments as in the noiseless case. Table 2 shows the results. Figure 8 shows the plot of the total running time against $d$ for $l = 6$. (We used a more optimistic setting of $l$ than what the theory predicts.) That is, $\text{NoisyDim}$ draws $4l - 1 = 23$ random samples, keeps the eleven with the smallest number of neighbors, and runs PCA on them. We do not include the time to compute the neighbors. As shown in Table 2, our implementation correctly detects the dimension for all the data. The average cutoff is rather large for the 5-sphere data, when compared with the threshold $\theta = 1/4$ that we used. To have high confidence in the result, a higher sampling density is needed for the 5-sphere data to counteract the noise perturbations and outliers. As predicted by the theory, the total running time does not grow quickly with $d$. If one compares Figure 8 with Figure 5 in the noiseless case, one notices that the running time in the noisy case is smaller. The cause is that, for each data set, the average number of neighbors per sample decreases after pruning away the 12 samples with the largest number of neighbors.

### 6 Conclusion

We presented dimension detection algorithms based on principal component analysis and their analysis. Our experiments show that the solution quality is robust against outliers.
<table>
<thead>
<tr>
<th>Data</th>
<th>Size</th>
<th># Outliers</th>
<th>Avg. % of correct votes</th>
<th>Avg. cutoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torus</td>
<td>4096</td>
<td>409</td>
<td>98.9%</td>
<td>0.079</td>
</tr>
<tr>
<td>3-sphere</td>
<td>150000</td>
<td>15000</td>
<td>96.6%</td>
<td>0.069</td>
</tr>
<tr>
<td>4-sphere</td>
<td>150000</td>
<td>15000</td>
<td>94.3%</td>
<td>0.127</td>
</tr>
<tr>
<td>5-sphere</td>
<td>150000</td>
<td>15000</td>
<td>98.9%</td>
<td>0.186</td>
</tr>
</tbody>
</table>

Table 2: Experimental Results.

Figure 8: The running time of NoisyDim against the dimension $d$ with $l = 6$. NoisyDim draws 23 random samples, keeps the 11 with the smallest number of neighbors, and runs PCA on them. The time to compute the neighbors is not included.
and small perturbation of samples. In the conference version of this paper [7], we claimed that the adaptive neighborhood graph also allows a good approximation of the geodesic distances in the special noisy case in which there is no outlier. We believe that a routine adaptation of the original proofs in Giesen and Wagner [14] should work, so we decided not to include this claim in the journal version.
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