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Abstract—In this paper, by taking both sensing performance and energy efficiency into consideration, the Cooperative Sensing Scheduling (CSS) problem for multi-band Cognitive Radio Networks (CRNs) is investigated under a practical scenario where both Primary User (PU) channels and Secondary Users (SUs) have heterogeneous characteristics. Unlike many existing works that merely claim that the CSS problem is NP-hard and then turn to heuristic methods, we analyze this problem under a solid discrete-convex framework. After formulating the CSS problem as a nonlinear binary programming problem, we adopt a three-step approach to solve it. In the first step, the number of SUs assigned to sense each PU channel is determined with the M/M/mm^2 convex theory. Based on the results obtained in the first step, we then find the SU assignment using the L^2 convex theory in the second step. In the last step, the optimal number of SUs participating in sensing is obtained based on the SU assignment obtained in step two. By combining these three steps, a complete and efficient SU assignment scheme is obtained. Numerical results are provided to evaluate the performance of our proposed SU assignment scheme and validate the theoretical analysis.
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I. INTRODUCTION

The recent popularity of wireless devices such as smartphones and tablets gives rise to a substantially increasing need for higher data rate and more spectrum bandwidth. This trend makes it necessary for the static spectrum allocation policy to evolve to a more advanced and efficient spectrum assignment mechanism. The currently used fixed spectrum allocation method has become a bottleneck which impedes such evolution. The emergence of Cognitive Radio (CR) [1] opens up a new possibility to resolve this problem. CR allows Secondary Users (SUs) to opportunistically access frequency bands which are exclusively allocated to Primary Users (PUs) without introducing harmful interference to the communication process of PUs.

A. Advances in CR and Cooperative Spectrum Sensing

In a CRN, detecting the presence of PUs is a compulsory procedure before SUs can make use of the PU channels. SUs are required to perform spectrum sensing to determine which portion of PU channels are available before transmitting their data. One single SU, however, either has limited sensing capability (i.e., can only sense a narrow range of PU channels) due to hardware limitations, or produces unreliable sensing results because of various channel conditions such as shadowing and multi-path fading. To meet the stringent sensing performance requirements specified by corresponding regulatory organizations, MAC-layer support is required to improve the accuracy and reliability of spectrum sensing. Cooperative sensing [3], which allows a group of SUs to collaboratively sense one PU channel, is one of such technologies. By allowing multiple SUs to work together on detecting the PU signals from different places and thus exploiting the location diversity, cooperative sensing can improve the sensing performance of the CRN significantly. With its rapid development and recent progresses such as cooperative relay techniques [2], cooperative sensing makes the realization of efficient and reliable CRNs possible.

In addition to advances in cooperative spectrum sensing, CR itself is evolving to support greater data transmission capacity [4] and more flexibility [5] to coexist with other techniques. Especially, recent developments in spectrum regulatory rules, i.e., the release of unused spectrum bands to cognitive devices, have triggered active standardization activities on CR from various organizations, including IEEE, the International Telecommunication Union (ITU), European Telecommunications Standards Institute (ETIS), and European Association for Standardizing Information and Communication Systems (ECMA) and several standards for CR have already been made (e.g., IEEE 802.22 WRAN and Ecma 392) [6]. With these developments ongoing, it is believed that the implementation and commercialization of CR are on the horizon.

B. Cooperative Sensing Scheduling (CSS) and Related Works

CRNs usually co-locate with multiple PU channels in their coverage area. For such multi-band CRNs adopting cooperative sensing techniques, a fundamental problem, which is seldom studied and little understood, is how to appropriately schedule available SUs to sense potential PU channels. It can be further interpreted as “which channel to sense” and “if a channel is sensed, it should be sensed by which SU (or SUs)”. This problem is referred to as the Cooperative Sensing Scheduling (CSS) problem. Two steps are needed to determine the appropriate sensing parameters of a CRN. CSS (i.e., the assignment of SUs to sense different PU channels) is the first step. The second step, which is already well studied in [7] - [10], is to determine the sensing duration, detection threshold and other sensing parameters of SUs according to different design objectives. This paper focuses on the first step (i.e., the CSS problem).

The fundamental tradeoffs in CSS is as follows: (1) Energy-performance tradeoff: More SUs participating in sensing guarantees a better spectrum discovery outcome but more energy will be consumed. (2) Performance-opportunity tradeoff: Assigning more SUs with high sensing capability to cooperatively
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sense one channel will lead to a better sensing performance, but the CRN cannot fully explore spectrum opportunity since less potential channels are sensed. A desirable SU assignment scheme should achieve a good balance among energy consumption, sensing performance and the exploration of spectrum opportunity.

Research on CSS is far from adequate, especially for “real-world” situations. Only a handful of works can be found [11]-[18]. In [11], the authors studied the multichannel coordination problem. After modeling it as an integer programming problem, the authors claimed that the problem is NP-hard and then proposed heuristic algorithms to obtain suboptimal solutions. [12] and [13] provided a systematic method to deal with the performance-opportunity tradeoff of the CSS problem mentioned above without considering the energy-performance tradeoff. They assumed homogeneous characteristics on both SUs and PU channels, which is usually not the case in “real world”. [14] and [15] are further extension of [12] and [13] with different PU channel detection probability requirements, but the heterogeneous characteristics of SUs are still not considered. [18] provided a comprehensive design which considered both CSS and sensing parameters setting. By assuming the number of SUs sensing all PU channels to be equal and ignoring the energy-performance tradeoff mentioned above, the performance of their proposed SU assignment scheme deteriorated. Similar to [11], authors of [18] also turned to heuristic methods after claiming that the problem is NP-hard.

C. Contributions

The contributions of this work are summarized as follows.

• The CSS problem is considered in a more practical setting in which SUs individually have heterogeneous SNRs for different PU channels and PU channels also have heterogeneous characteristics (which include detection probability requirement, channel capacity and stationary idle probability). In real applications, the distances between a PU transmitter and different SUs are often different. The signal propagation environment also differs for a PU transmitter to different SUs. Therefore, SNR for the same primary signal is usually not the same at different SU receivers. On the other hand, SUs with low SNR often require longer spectrum sensing time while providing a less accurate result. What is more, if the SNR is too low, the SU can never detect the PU presence correctly no matter how much time it spends on sensing. Hence, in order to make CRNs function properly, SU assignment scheme for the heterogeneous SNR case needs further study. Especially, when the “OR” rule is adopted, the sensing performance for a certain channel might be dragged down significantly by the inaccurate sensing results of SUs with inferior sensing ability. Therefore, the investigation of how to assign these SUs with different sensing capabilities to sense PU channels with heterogeneous characteristics and requirements is of practical importance.

• We analyze the CSS problem under a solid discrete-convex framework different from many existing works (such as [11] [18]) that merely claim the CSS problem being NP-hard and then proceed to find a heuristic method to solve the problem. For a CRN consisting of SUs with different sensing capabilities and having access to multiple heterogeneous PU channels, the sensing scheduling problem becomes much more challenging than the one considered by existing works [12], [14] and [15]. In this paper, after formulating the CSS problem as a nonlinear binary programming problem, we adopt a three-step approach to solve it. In the first step, the number of SUs assigned to sense each channel is obtained. In the second step, we determine the SU assignment matrix using the L/L^{2}-convex theory. In the last step, the optimal number of SUs participating in sensing is found based on the results of the SU assignment scheme obtained in step two. By combining these three steps, a complete and efficient SU assignment scheme is obtained.

• Energy consumption is also considered as one of the CRN design objectives in this paper. By selecting an appropriate number of SUs participating in sensing, we achieve a good balance between the spectrum discovery and the total sensing energy consumption.

D. Paper Organization

The rest of this paper is organized as follows. System model is given in section II and the problem formulation is presented in section III. In section IV, we give a preliminary overview on M/M^{2}-convexity, L/L^{2}-convexity and the relationship between them to facilitate further analysis. The background knowledge on polymatroid, greedy algorithm and the relationship between them will also be stated in section IV. We then proceed to analyze the inherent structure of the CSS problem in section V. By dividing this problem into three subproblems, efficient algorithms are proposed to obtain the solution. We also provide numerical results in section VI to evaluate the performance of our proposed SU assignment scheme and validate our theoretical analysis. Finally, we conclude this paper in section VII.

II. System Model

We consider a centralized CRN with M SUs denoted as \( M = \{1, 2, ..., M\} \) and a Base Station (BS). The BS is in charge of assigning SUs to sense different PU channels and collecting individual sensing results from SUs to make final decisions on the occupancy state of PU channels. SUs can opportunistically access \( N \) PU channels, which are denoted as \( N = \{1, 2, ..., N\} \). Without loss of generality, we assume PU signals are complex PSK modulated and the noise is circularly symmetric complex Gaussian. Let \( s_n = 0 (s_n = 1) \) denote PU channel \( n (n \in N) \) being idle (busy). Also, these PU channels are heterogeneous in terms of channel protection criteria, channel idle probabilities and channel capacities. Throughout this paper, we assume that the SUs are equipped with single radio interface, and therefore can only sense or access one PU channel at a time. We assume the CRN works in a slotted frame structure [10] and the frame length is denoted as \( T \). Each frame is divided into three parts, namely, sensing
duration \( \tau \), scheduling and results fusion duration \( \eta \), and data transmission duration \( T - \tau - \eta \). Since the design of controlling signal is beyond the scope of this paper, we do not make any specific assumption on this. The controlling signal can be sent and received through either a dedicated control channel or a specially designed scheme without common control channels [17].

In contrast to previous works [12], [13], [14] and [15], the signal to noise ratio (SNR) at each SU for different PU channels is heterogeneous. Denote \( \Gamma = \{ \gamma_{m,n} \} \) as the SNR matrix, where SNR of SU \( m \) \((m \in \mathcal{M})\) for PU Channel \( n \) \((n \in \mathcal{N})\) is denoted as \( \gamma_{m,n} \). In the sensing duration, each SU is either assigned to sense one PU channel or not to sense any channel. We assume energy detection [19] is adopted by all SUs during the sensing process. Spectrum sensing performance of each SU is measured by the detection probability \( p_d \) and the false alarm probability \( p_f \), which are defined as follows

\[
\begin{align*}
    p_d & \triangleq \Pr \{ \text{decide } \mathcal{H}_1 | \mathcal{H}_1 \text{ is true} \}, \\
    p_f & \triangleq \Pr \{ \text{decide } \mathcal{H}_1 | \mathcal{H}_0 \text{ is true} \},
\end{align*}
\]

where \( \mathcal{H}_1 \) and \( \mathcal{H}_0 \) denote the hypotheses that the PU is present or absent, respectively.

Suppose that the CRN adopts cooperative spectrum sensing. All SUs report their one bit sensing results to the BS after individually performing spectrum sensing based on energy detection. The BS combines the collected results using “OR” rule\(^1\) to obtain the final decision on the occupancy state of each PU channel. Denote \( X = \{ x_{m,n} \} \) as the SU assignment matrix, and \( x_{m,n} = 1 \) \((x_{m,n} = 0)\) means that SU \( m \) (not) assigned to sense PU channel \( n \). In order to facilitate further analysis, the column vector expression of the assignment matrix denoted as \( X = [x_1, x_2, \cdots, x_M] \) is also introduced, where \( x_n = [x_{1,n}, x_{2,n}, \cdots, x_{M,n}]^T \). Let \( a_n = \sum_m x_{m,n} \) represent the number of SUs assigned to sense PU channel \( n \). Denote \( 0 \) \((1)\) as a vector where all elements are \( 0 \) \((1)\). The sensing performance in terms of the probability of detection and false alarm for channel \( n \) at the BS when \( x_n \neq 0 \) can be expressed as

\[
\begin{align*}
    P_{d,n} &= 1 - \prod_m (1 - p_{d,m,n})^{x_{m,n}}, \\
    P_{f,n} &= 1 - \prod_m (1 - p_{f,m,n})^{x_{m,n}},
\end{align*}
\]

where \( p_{d,m,n} \) and \( p_{f,m,n} \) denote the individual detection probability and false alarm probability of SU \( m \) for PU Channel \( n \), respectively. We assume that the individual detection probability for all the SUs sensing the same channel are the same. Actually, this assumption can be fulfilled by adjusting the individual energy detection threshold. With this assumption, the detection probability for PU Channel \( n \) at the BS can be expressed as

\[
P_{d,n} = 1 - [1 - p_{d,m,n}]^{a_n},
\]

where \( p_{d,m,n} \) is the individual detection probability of SU for channel \( n \). The relationship between individual detection and false alarm probabilities for each SU is given by [10]

\[
p_{f,m,n} = Q(\sqrt{2\gamma_{m,n} + 1}Q^{-1}(p_{d,m,n}) + \sqrt{r_s}\gamma_{m,n}),
\]

where \( r_s \) denotes the sampling rate, \( Q(\cdot) \) represents the Q-function (i.e., the tail probability of the standard Gaussian distribution) and \( Q^{-1}(\cdot) \) is the inverse function of \( Q(\cdot) \). Notice that the individual false alarm probability is still heterogeneous for different SUs sensing the same channel as shown in equation (4). In a scenario where Raleigh fading is considered, the above equation (4) should be replaced by the following one [16]

\[
p_{f,m,n} = Q(\frac{1}{\sigma_u^2}(2|h_{m,n}|^2\gamma_{m,n}+1) + Q^{-1}(p_{d,m,n})),
\]

where \( h_{m,n} \) is the fading coefficient, \( \varepsilon \) is the detection threshold and \( \sigma_u^2 \) is the noise power. All the theoretical analyses in this paper are still applicable in this case.

### III. Problem Formulation

Two essential tradeoffs lie in the CSS problem. The first tradeoff addresses the conflict between sensing energy consumption and sensing performance. Letting more SUs participate in the spectrum sensing process will lead to a better performance at the cost of consuming more energy. The second tradeoff lies between sensing accuracy and spectrum opportunity exploration. If many well performed SUs are assigned to sense a single channel cooperatively, the sensing accuracy of that channel is higher, but fewer channels are sensed within duration \( \tau \) consequently. On the other hand, if the SUs are scattered sparsely across the channels, sensing accuracy will deteriorate although the number of channels sensed increases. To tackle these tradeoffs, we need to find a proper assignment of SUs to sense PU channels such that a good balance among sensing energy consumption, spectrum opportunity exploration and sensing accuracy is achieved.

We notice that the number of SUs assigned to sense channel \( n \) (i.e., \( a_n \)) might be 0, namely, it is possible that channel \( n \) is not sensed. However, function \( P_{f,n}(x_n) \) is not defined when \( x_n = 0 \). To address this problem, the false alarm probability function is extended as follows

\[
P_{f,n}(x_n) = \begin{cases} 
1 & \text{for } x_n = 0, \\
P_{f,n}(x_n) & \text{for } x_n \neq 0.
\end{cases}
\]

The above extension of the false alarm probability function \( P_{f,n}(x_n) \) defines the false alarm probability as 1 when \( x_n = 0 \). The physical meaning of this extension is as follows. If a channel is not sensed and thus could not be utilized by SUs, it will not give any gain or loss to the aggregated data rate, i.e., channels that are not sensed will neither be rewarded nor punished in terms of aggregated data rate. It will be shown later that this extension will greatly simplify the problem by adding some nice properties to it.

During the sensing period, SUs consume energy at two different power levels, namely, sensing power \( \phi_s \) and idling power \( \phi_i \). We assume that all SUs stay quiet and listen for the PU signals during the sensing duration, i.e., SUs stop packet
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transmission and listen to the PU channels. Suppose that SUs participating in sensing consume energy at power level $\phi_s$ and SUs not participating in sensing consume energy at power level $\phi_e$. The total energy consumption in the sensing duration is given by

$$E(\kappa) = \tau_1 \phi_s \kappa + \tau_2 \phi_e (M - \kappa), \quad (7)$$

where $\kappa$ is the number of SUs participating in sensing.

Denote $X(\kappa) = [x_1(\kappa), x_2(\kappa), \ldots, x_N(\kappa)]$ as the SU assignment matrix corresponding to the variable $\kappa$. The $n$-th column sum of matrix $X(\kappa)$ is represented by $a_n(\kappa)$. Let $C_0,n$ and $C_{1,n}$ denote the capacity of channel $n$ when SUs operate in the scenario where PU of channel $n$ is absent and present, respectively. The aggregated expected data rate, which is represented by $R_G(X(\kappa))$, can be expressed as

$$R_G(X(\kappa)) = \sum_n [C_{0,n}[1 - P_{f,n}(x_n(\kappa))]P_n(H_0)] + C_{1,n}[1 - P_{d,n}(x_n(\kappa))]P_n(H_1)], \quad (8)$$

where $P_n(H_0)$ and $P_n(H_1)$ denote the stationary probability that channel $n$ is idle and busy, respectively.

According to [10], $C_{0,n} \gg C_{1,n}$, and thus the first term on the right hand side of (8) dominates. Besides, only data transmitted when the PU signal is absent, which is represented by the first term on the right hand side of (8), are meaningful and should be encouraged. Hence, we can rewrite the aggregated expected data rate as

$$\tilde{R}_G(X(\kappa)) = \sum_n C_{0,n}[1 - P_{f,n}(x_n(\kappa))]P_n(H_0). \quad (9)$$

We have two objective functions: energy consumption objective function (7) and aggregated data rate objective function (9). Therefore, the problem is a multiple objective optimization problem in nature. Weighted global criteria method [20] is a commonly used technique to solve multiple objective optimization problems. All objective functions are combined to form a single global function under this technique. Using this technique, we add energy consumption and aggregated expected data rate together to form a weighted global criteria function, which is called utility function hereafter. The utility function combining the aggregated expected data rate and energy consumption can be given by

$$U_G(X(\kappa), \kappa) = w_e \tilde{R}_G(X(\kappa)) - w_e E(\kappa), \quad (10)$$

where $w_e \geq 0$ and $w_e \geq 0$ are two weighting factors for the aggregated data rate and energy consumption, respectively.

In order to protect the quality of service of PUs, the achieved detection probability of sensed channels should not be smaller than the required threshold. Denote $\lambda_n$ as detection probability requirement imposed on channel $n$. Therefore, the CSS problem can be formulated as follows

$$(\text{GCSS}) : \max_{X(\kappa), \kappa} U_G(X(\kappa), \kappa) \quad \text{s.t.} \quad \sum_{n=1}^N \sum_{m=1}^M x_{m,n} = \kappa \leq M, \quad (11)$$

$$\sum_{n=1}^N x_{m,n} \leq 1, \quad (12)$$

$$x_{m,n} \in \{0, 1\}, \quad (13)$$

$$P_{d,n}(X(\kappa)) \geq \lambda_n, \forall n \in N. \quad (14)$$

Constraint (11) means that not all SUs available in the system are required to participate in sensing. Constraint (12) captures our system assumption that SUs are equipped with single interface, i.e., each SU can sense one PU channel at most during the sensing period. Problem (GCSS) is a nonlinear binary programming problem, and the complexity to solve this kind of problem is usually high. Later, we will explore the inherent structure of problem (GCSS) and find some useful properties which are conducive to solving this problem efficiently.

IV. PRELIMINARIES

To facilitate further analysis, we now provide the preliminary knowledge on M/M/$^2$-convexity, L/L/$^2$-convexity and the relationship between them. The background knowledge on polymatroid, greedy algorithm and the relationship between them will also be given in this section.

A. M/M/$^2$-convex Functions

In this subsection, we first introduce the following definitions and theorems. Interested readers can refer to [21] for more details.

**Definition 1.** For a vector $\mathbf{a} = \{a_v|v \in V\}$, the positive and negative support of this vector is defined as

$$\text{supp}^+(\mathbf{a}) = \{v|a_v > 0\}, \text{ supp}^-\mathbf{(a)} = \{v|a_v < 0\}. \quad (15)$$

**Definition 2.** A function $f : Z^V \rightarrow R \cup \{+\infty\}^3$ with $\text{dom} f \neq \emptyset$ is an M-convex function if it satisfies the following exchange axiom (M-EXC):

(M-EXC) For $\mathbf{a}, \mathbf{b} \in \text{dom} f$ and $v \in \text{supp}^+(\mathbf{a} - \mathbf{b})$, there exists $v \in \text{supp}^-(\mathbf{a} - \mathbf{b})$ such that

$$f(\mathbf{a}) + f(\mathbf{b}) \geq f(\mathbf{a} - \chi_v + \chi_v) + f(\mathbf{b} + \chi_v - \chi_v), \quad (16)$$

where $\chi_v$ and $\chi_v$ are unit vectors.

One possible interpretation of Definition 2 is as follows: two points stay “far away” from each other have a larger total value than two points which are relatively “close” to each other. The exchange axiom (M-EXC) gives a specific fashion for two points approaching each other. An illustration of Definition 2 and the exchange axiom (M-EXC) for a two dimensional case is given in Fig. 1. Note that we show only the coordinates

$^2$Throughout the paper, utility function refers to function (10).

$^3$The notation $Z^V$ means the integer vector space with coordinates indexed by the elements of $V$.
of the different points in space without showing the actual function values.

**Definition 3.** A function \( g \) is said to be \( M \)-concave if \( -g \) is \( M \)-convex.

**Theorem 1.** A separable convex (concave) function
\[
f(a) = \sum_{n=1}^{N} f_n(a_n) \quad (a \in \text{dom} f)
\]
with univariate discrete-convex (concave) functions \( f_n(a_n) \) is \( M \)-convex (\( M \)-concave).

**Definition 4.** A function \( f : \mathbb{Z}^V \rightarrow \mathbb{R} \cup \{+\infty\} \) with \( \text{dom} f \neq \emptyset \) is \( M^2 \)-convex (\( M \) natural convex) if and only if \( f \) satisfies the following exchange axiom (\( M^2 \)-EXC):
\[
(M^2\text{-EXC}) \quad \text{For } a, b \in \text{dom} f,
\min_{u \in \text{supp}(a-b) \cup \{0\}} \max_{v \in \text{supp}^-(a-b) \cup \{0\}} \left[ \delta f(a,v,u) + \delta f(b,u,v) \right] \leq 0,
\]
where \( \delta f(a,v,u) = f(a + \chi_v - \chi_u) - f(a), \delta f(b,u,v) = f(b + \chi_u - \chi_v) - f(b) \) and \( \chi_0 = 0 \).

**Corollary 1.** A univariate function \( f : \mathbb{Z} \rightarrow \mathbb{R} \) is \( M^2 \)-convex if and only if \( f \) satisfies the following condition:
\[
f(a) + f(b) \geq f(a + 1) + f(b - 1),
\]
where \( a, b \in \text{dom} f \).

**B. \( L/L^2 \)-convex Functions**

In this subsection, definitions of \( L/L^2 \)-convex functions will be introduced and more detailed information can be found in [21] and [24]. The definitions of \( L/L^2 \)-convex and \( L/L^2 \)-concave functions are strongly related to the concept of submodular and supermodular, respectively. Hence, we first introduce the following definitions.

**Definition 5.** Let \( x \land y = \min\{x, y\} \) and \( x \lor y = \max\{x, y\} \) represent the element-wise minimum and maximum of vector \( x \) and \( y \), respectively. A function \( f : \mathbb{Z}^V \rightarrow \mathbb{R} \cup \{+\infty\} \) is
(1) a submodular function if and only if when
\[
f(x) + f(y) \geq f(x \land y) + f(x \lor y), \quad (20)
\]
(2) a supermodular function if and only if when
\[
f(x) + f(y) \leq f(x \land y) + f(x \lor y). \quad (21)
\]

Based on the definitions given above, the concept of \( L \)-convex and \( L^2 \)-convex are given as follows [21].

**Definition 6.** A function \( f : \mathbb{Z}^V \rightarrow \mathbb{R} \cup \{+\infty\} \) with \( \text{dom} f \neq \emptyset \) is said to be \( L \)-convex if it satisfies
(1) \( f \) is submodular;
(2) \( \exists r \in \mathbb{R} \) such that \( f(x + 1) = f(x) + r \).

**Definition 7.** A function \( f : \mathbb{Z}^V \rightarrow \mathbb{R} \cup \{+\infty\} \) is called \( L^2 \)-convex (\( L \) natural convex) if it satisfies the following generalized submodularity (or translation submodularity)
\[
f(x) + f(y) \geq f((x - \rho \mathbf{1}) \land y) + f(x \lor (y + \rho \mathbf{1})), \quad (22)
\]
where \( \rho \) is a scalar.

Fig. 2 graphically illustrates the definitions of \( L/L^2 \)-convex functions. Again, we show only the coordinates of the different points in space without showing the actual function values. For \( L^2 \)-convex functions, the following theorem holds according to [24].

**Theorem 2.** Let \( f_1, f_2 \in \mathcal{L}^5[\mathbb{Z} \rightarrow \mathbb{R}] \) be \( L^2 \)-convex functions, the sum \( f_1 + f_2 \) is still \( L^2 \)-convex provided \( \text{dom}(f_1 + f_2) \neq \emptyset \), where \( \mathcal{L}^5[\mathbb{Z} \rightarrow \mathbb{R}] \) denotes the set of \( L^2 \)-convex functions.

Particularly, for a function with binary variables, we have the following theorem and corollary [24].

**Theorem 3.** A function \( f \) with \( \text{dom} f \subseteq \{0, 1\}^V \) is \( L^2 \)-convex if and only if it is submodular.

**Corollary 2.** A function \( f \) with \( \text{dom} f \subseteq \{0, 1\}^V \) is \( L^3 \)-concave if and only if it is supermodular.

**C. Relationship among Discrete-convex Functions**

In this subsection, we clarify the relationship between \( L/L^3 \)-convex and \( M/M^3 \)-convex functions which have been introduced in the previous two subsections. \( M^3 \)-convex functions
are conceptually equivalent to M-convex functions since an M\(^2\)-convex function can be derived from the projection of the corresponding M-convex function to a lower dimension. However, the class of M\(^2\)-convex functions contains that of M-convex functions. A simple example is as follows: M\(^2\)-convex functions allow \( \chi_v = 0 \) while M-convex functions do not. L-convex functions are special cases of L\(^2\)-convex functions for \( \rho = 0 \). Both L\(^2\)-convex and M\(^2\)-convex functions are integrally convex functions [24] as shown in the following lemma.

**Lemma 1.** A function \( f : Z^V \rightarrow R \cup \{+\infty\} \) is integrally convex (concave) if it is L\(^2\)-convex (L\(^2\)-concave) or M\(^2\)-convex (M\(^2\)-concave).

**D. Polymatroid and Greedy Algorithm**

In this subsection, the definition and properties of polymatroid will be given. Generally speaking, a polymatroid is a polytope associated with a submodular function. Here we give a detailed definition [22]. Note that the interpretation of polymatroid and greedy algorithm presented, we now give the relationship between them in the following lemma.

**Definition 8.** For a set \( V \), its power set or subset is denoted as \( 2^V = \{S : S \subseteq V\} \). \( F \) denotes a set function \( F \) on \( 2^V \) which satisfies the following conditions:

1. \( F \) is nonnegative: \( F(S) \geq 0 \).
2. \( F \) is nondecreasing: \( F(S) \leq F(T) \) if \( S \subseteq T \subseteq V \).
3. \( F \) is submodular: \( F(S) + F(T) \geq F(S \cup T) + F(S \cap T) \).

\( G = G(V, F) = \{g \in N^V : a(S) \leq F(S)\} \) is called a Polymatroid, where \( g(S) = \sum_{i \in S} a_i \) and \( N^V \) denotes a vector with \( i \)-th unit basis as \( e^i \) (\( i \in V \)). \( V \) is the ground set and \( F \) is the rank function of polymatroid \( G \).

The greedy algorithm which is also refereed to as marginal allocation algorithm assigns the available resources sequentially unit by unit to the activities. In each step, the resource unit is assigned to the activity which gives the largest increase to the objective function (i.e., gives the largest benefit to the whole system) if one additional unit or allotment is assigned to that activity. The assignment procedure ends either when the resources are finished or when no increase can be found. Greedy algorithm is very efficient and easy to implement. However, the optimality of greedy algorithm is not guaranteed generally, but in the special case described in the following Lemma 2, the greedy algorithm indeed gives an optimal solution [23]. With the concept of polymatroid and greedy algorithm presented, we now give the relationship between them in the following lemma.

**Lemma 2.** Greedy or marginal allocation procedure will give an optimal solution to the discrete optimization problem if the objective function is concave and the underlying topology of the feasible region is a polymatroid.

**V. Problem Analysis**

In this section, the following three steps are taken sequentially to analyze problem (GCSS):

Step S1: For a given \( \kappa \), find the optimal number of SUs assigned to sense channel \( n \), i.e., \( a_n^*(\kappa) \), for each PU channel \( n \in N \).

Step S2: Based on \( a_n^*(\kappa) \) obtained in Step S1, find the assignment of SUs to sense different PU channels, i.e., \( X \) given \( a^*(\kappa) \).

Step S3: Given the SU assignment (i.e., \( X \)) obtained in Step S2, find the number of SUs participating in sensing, i.e., \( \kappa \). Each subsection in the remaining part of this section will carry out one individual step. Note that the order of these three steps given above is only for theoretical analysis, and in algorithm design and implementation, these three steps are taken iteratively to solve problem (GCSS).

**A. Find \( a_n^*(\kappa) \) for a Fixed \( \kappa \)**

Before proceeding to the next step of solving this problem, we should first find \( a_n \) for each channel \( n \in N \). Recall that \( a_n = \sum_m x_{m,n} \) is the number of SUs assigned to sense channel \( n \). In this subsection, we approximate the SNR by the average SNR for each channel. Denote the average SNR for channel \( n \) as \( \tilde{\gamma}_n \), i.e., \( \tilde{\gamma}_n = \frac{1}{M} \sum_m \gamma_{m,n} \). The optimal \( a_n^* \) will be found in the following analysis based on this approximation. Note that the SUs’ sensing capabilities are approximated to be homogeneous in this subsection. Therefore, the individual false alarm probability can be expressed as

\[
    p_{f,n} = Q(\sqrt{2\tilde{\gamma}_n + 1}Q^{-1}(p_{d,n}) + \sqrt{f_s}\tilde{\gamma}_n).
\]

Consequently, the extended false alarm probability for channel \( n \) at the BS is given by

\[
    P_{f,n}(a_n) = \left\{ \begin{array}{ll}
    1 & \text{for } a_n = 0, \\
    1 - [1 - p_{f,n} a_n] & \text{for } a_n \neq 0.
    \end{array} \right.
\]

For fixed \( \kappa \), the energy consumption (i.e., second term of utility function (10) becomes a constant, therefore, we can ignore that term in this subsection and subsection V-B. We will deal with that term in subsection V-C. Denote \( U(a(\kappa)) \) as the first term of utility function (10) under the approximation mentioned above when \( \kappa \) is fixed, and \( U(a(\kappa)) \) can be expressed as

\[
    U(a(\kappa)) = \sum_n a_n [1 - P_{f,n}(a_n)].
\]

where \( a_n = w_r C_{0,n} P_n(H_0) \). Hence, subproblem (CSS1) is given as follows

\[
    \text{(CSS1)}: \quad \max_n U(a(\kappa)) \quad \text{s.t.} \quad \sum_{n=1}^N a_n = \kappa \leq M, \quad P_{d,n}(a_n) = \gamma_n, \quad \forall n \in N.
\]

Subproblem (CSS1) is a nonlinear integer programming problem, and the complexity to solve this kind of problem is usually high. In the remaining part of this subsection, we will explore the inherent characteristics of subproblem (CSS1), and we expect to find some useful properties which are conducive to solving this problem efficiently.

The following lemma [13] [15] provides us with further insight to solve this problem. Here we drop the subscript \( n \) and use \( P_f \) and \( p_f \) to represent the overall and individual false alarm probabilities, respectively.
Lemma 3. Let \( m \) (\( m \in [1, \infty) \)) be a continuous variable representing the number of SUs assigned to sense a channel. \( P_{\gamma}(m) \) is decreasing and convex if the following condition holds

\[
\left[ \ln(1 - p_{\gamma}(m)) - \frac{m}{1 - p_{\gamma}(m)} \nabla p_{\gamma}(m) \right]^2 < \frac{2m \nabla p_{\gamma}(m) - m \nabla^2 p_{\gamma}(m)}{1 - p_{\gamma}(m)} \nabla^2 p_{\gamma}(m). \tag{28}
\]

By extensive simulation, we find that condition (28) holds for most practical systems [13]. Without loss of generality, we assume condition (28) holds throughout this paper. According to Lemma 3, \( P_{\gamma}(m) \) is decreasing and convex when condition (28) holds and variable \( m \) is continuous. However, in subproblem (CSS1), the variables are integer numbers. Also, the concept of convex function becomes much more complicated in discrete case. Therefore, we need to analyze subproblem (CSS1) in the framework of M/M\(^2\)-convexity which is different from traditional continuous convex analysis.

Lemma 4. Let \( a_n \in \{0, 1, \ldots, \kappa\} \) be the number of SUs assigned to sense channel \( n \), then \( P_{f,n}(a_n) \) is an M\(^2\)-convex function if the following two conditions hold

1. \( P_{f,n}(1) \leq 0.5 + P_{f,n}(2)/2 \).
2. Condition (28) holds for \( a_n \in [1, \infty) \).

Proof: Case 1: \( a'_n, a''_n \in \{1, \ldots, \kappa\} \) Note that \( a'_n, a''_n \) are scalars with integer value. According to Lemma 3, \( P_{\gamma}(m) \) is decreasing and convex. Hence, \( P_{f,n}(m) \), the extended false alarm probability, is decreasing and convex for any \( m \in [1, \infty) \). Therefore, for any \( a'_n \leq a''_n \), we have

\[
P_{f,n}(a'_n) - P_{f,n}(a'_n + 1) \geq P_{f,n}(a''_n - 1) - P_{f,n}(a''_n). \tag{29}
\]

Rearranging equation (29) gives the following equation

\[
P_{f,n}(a''_n) + P_{f,n}(a'_n) \geq P_{f,n}(a''_n - 1) + P_{f,n}(a'_n + 1). \tag{30}
\]

According to Corollary 1, equation (30) reveals that \( P_{f,n}(a_n) \) is an M\(^2\)-convex function.

Case 2: \( a'_n, a''_n \in \{0, 1, \ldots, \kappa\} \) Similarly, we assume \( a'_n < a''_n \). Since the scenario in which \( a'_n, a''_n \in \{1, \ldots, \kappa\} \) has already been proven in the above Case 1, we only need to prove that equation (19) of Corollary 1 holds for \( P_{f,n}(a_n) \) when \( a'_n = 0 \) and \( a''_n \in \{1, \ldots, \kappa\} \).

- \( a'_n = 0 \) and \( a''_n = 1 \) In this case, we have

\[
P_{f,n}(a''_n) + P_{f,n}(a'_n) = P_{f,n}(a''_n - 1) + P_{f,n}(a'_n + 1). \tag{31}
\]

This indicates that equation (19) holds for \( P_{f,n}(a_n) \) when \( a'_n = 0 \) and \( a''_n = 1 \).

- \( a'_n = 0 \) and \( a''_n > 1 \) Since \( P_{f,n}(1) \leq 0.5 + P_{f,n}(2)/2 \), we have \( 1 - P_{f,n}(1) \geq P_{f,n}(2) \). From Case 1, we obtain \( P_{f,n}(1) - P_{f,n}(2) \geq P_{f,n}(a''_n - 1) - P_{f,n}(a''_n) \). Hence, we have

\[
1 - P_{f,n}(1) \geq P_{f,n}(a''_n - 1) - P_{f,n}(a''_n).
\]

Thus we obtain

\[
P_{f,n}(0) - P_{f,n}(1) \geq P_{f,n}(a''_n - 1) - P_{f,n}(a''_n). \]

The above equation equals to the following equation

\[
P_{f,n}(a''_n) + P_{f,n}(a'_n) \geq P_{f,n}(a''_n - 1) + P_{f,n}(a'_n + 1). \tag{32}
\]

This indicates that equation (19) holds for \( P_{f,n}(a_n) \) when \( a'_n = 0 \) and \( a''_n > 2 \).

The above analysis and deduction show that equation (19) holds for \( P_{f,n}(a_n) \) when \( a'_n = 0 \) and \( a''_n \in \{0, 1, \ldots, \kappa\} \). This proves that \( P_{f,n}(a_n) \) is an M\(^2\)-convex function for \( a_n \in \{0, 1, \ldots, \kappa\} \).

Throughout this paper, we assume that condition (1) in Lemma 4 holds for every channel \( n \in N \). Actually, this assumption can be easily met in practical CRNs since many standards (e.g., [25] and [26]) explicitly specify that the false alarm probability should be smaller than 0.5. This requirement of false alarm probability guarantees that condition (1) in Lemma 4 is satisfied. Based on Lemma 4, we have the following proposition.

Proposition 1. The objective function in subproblem (CSS1), i.e., \( U(a(\kappa)) \), is M-concave.

Proof: Let \( g_n(a_n) = \alpha_n[1 - P_{f,n}(a_n)] \). Since \( \alpha_n \) is a positive scalar for all channels, \( g_n(a_n) \) is M-concave according to Lemma 4 and Definition 3. By referring to equation (25), we have \( U(a(\kappa)) = \sum g_n(a_n) \). Function \( U(a(\kappa)) \) consists of separable M-concave functions \( g_n \). According to Theorem 1, \( U(a(\kappa)) \) is M-concave.

Similar to [10], we can easily prove that the optimal solution of subproblem (CSS1) is achieved at equality in constraint (27) (see Appendix A for the detailed proof). According to the relationship between \( P_{d,n} \) and \( P_{f,n} \) given by equation (50) in Appendix A, we can always make the equality in constraint (27) hold. Therefore, the feasible region of subproblem (CSS1) is only determined by the linear constraint (26). According to Definition 8, the underlying mathematical topology of constraint (26) is a polymatroid. Detailed proof is given in Appendix B. Therefore, based on Lemma 2 and Proposition 1, we can conclude that greedy algorithm gives the optimal solution to subproblem (CSS1). Hence, the following greedy Algorithm 1 can be used to find the optimal value of \( a_n(\forall n \in N) \) when \( \kappa \) SUs participating in sensing.

**Algorithm 1** Greedy algorithm to find \( a^*(\kappa) \) for a given \( \kappa \)

```
1: Input: The number of SUs participating in sensing (M), the number of PU channels (N), the detection probability requirements (\lambda_1, \lambda_2, \ldots, \lambda_N), \alpha_n = w_i P_{n}(H_0)c_{n,i} \) and the SNR matrix \( \Gamma = \{\gamma_{m,n}\} \).
2: Given \( \kappa \), calculate \( \bar{\gamma}_n = \sum_{m} \gamma_{m,n} \) and set \( a_n = 0 \) for \( n \in N \).
3: while \((a_1 + a_2 + \cdots + a_k < \kappa)\) do
4: Find the channel number \( i = \arg \max_{\alpha} \{\alpha_n \Delta \bar{\gamma}_{f,n}, n = 1, 2, \cdots, N\} \), where \( \Delta \bar{\gamma}_{f,n} = \bar{\gamma}_{f,n}(a_n) - \bar{\gamma}_{f,n}(a_n + 1) \).
5: \( a_i = a_i + 1 \).
6: end while
7: Output: \( a^*(\kappa) = \{a_n(\kappa) = a_n, n \in N\} \).
```
Algorithm 1 assigns the given $\kappa$ SUs to the PU channels one by one in a greedy manner. The vector $a^*(\kappa)$ denotes the optimal number of SUs assigned to each channel for a given $\kappa$ according to Algorithm 1. Later, we will use $a^*(\kappa)$ and $a^*$ interchangeably to denote the result obtained from Algorithm 1. In each iteration, Algorithm 1 searches for the channel that gives the largest improvement to the objective function of subproblem (CSS1) and assigns the SU to that channel. The physical meaning of lines 4 and 5 is as follows: when one additional SU becomes available, the CRN will compare the improvement of false alarm probability for each channel if this SU is assigned to sense that channel. This SU will then be assigned to the channel which gives the largest improvement. Computational complexity of this algorithm is $O(\kappa N)$, which is linear in both $\kappa$ and $N$.

**B. Find the SU Assignment $X$ for a Given $a^*$**

In the previous step, we obtain the optimal number of SUs (i.e., $a^* = \{a_1^*, a_2^*, \cdots, a_N^*\}$) assigned to sense the PU channels. Note that the number of SUs assigned to sense a certain channel $n \ (n \in N)$ could be zero, i.e., that channel is determined not to be sensed. To address this problem, we introduce the following indicator function

$$I(a_n^*) = \begin{cases} 0 & \text{for } a_n^* = 0, \\ 1 & \text{otherwise}. \end{cases} \quad (33)$$

Denote $U'(X|a^*)$ as the first term of utility function (10) in the case where $a^*$ is given. Again we ignore the second term in (10) since it is a constant when $\kappa$ is fixed. $U'(X|a^*)$ has the following expression

$$U'(X|a^*) = \sum_n [a_n^* I(a_n^*) \prod_{m}(1-p_{f,m,n})^{x_{m,n}}]$$

$$= \sum_n [a_n^* I(\sum_m x_{m,n}) e^{\sum_m \beta_{m,n} x_{m,n}}] = \sum_n [a_n f_n(x_n)], \quad (34)$$

where $\beta_{m,n} = \ln(1-p_{f,m,n})$, $f_n(x_n) = I(\sum_m x_{m,n}) e^{\sum_m \beta_{m,n} x_{m,n}}$ and $\sum_m x_{m,n} = a_n^*$. For the coefficient $\beta_{m,n}$, we give the following remark to describe its characteristic.

**Remark 1.** If the number of SUs assigned to sense each channel (i.e., $a = \{a_1, a_2, \cdots, a_N\}$) is given, then $\beta_{m,n}$ is a precalculated constant $\forall n \in M$ and $\forall n \in N$.

The above remark can be explained as follows. According to equation $\beta_{m,n} = \ln(1-p_{f,m,n})$, the value of $\beta_{m,n}$ is determined by $p_{f,m,n}$. For fixed $m \in M$, $n \in N$ and given system setting, the value of $p_{f,m,n}$ depends on $p_{d,n}$ only according to equation (4). Since $P_{d,n}$ is bounded to $\lambda_n$ according to Appendix A, we can conclude that $p_{d,n}$ is a precalculated constant if $a_n$ is fixed according to equation (3). Therefore, the coefficient $\beta_{m,n}$ is a precalculated constant when $a = \{a_1, a_2, \cdots, a_N\}$ is given.

With the results obtained in the first step, the assignment subproblem is given as follows.

$$\text{(CSS2) : } \max_{x} U'(X|a^*) \quad (35)$$

$$\text{s.t. } \sum_{m=1}^{M} x_{m,n} = a_n^*, \quad (36)$$

In the remaining part of this subsection, subproblem (CSS2) will be analyzed in the framework of $L\ell^2$-convexity. The following Proposition 2 states the supermodular property of function $f_n(x_n)$.

**Proposition 2.** Function $f_n(x_n)$ defined in (34) with its domain as $\text{dom} f_n \subseteq \{0, 1\}^M$ is a supermodular function.

**Proof:** Let $x_n'$ and $x_n''$ be in $\text{dom} f_n$ and

$$f_n(x_n') = I(\sum_m x_{m,n}') e^{\sum_m \beta_{m,n} x_{m,n}'}$$

$$f_n(x_n'') = I(\sum_m x_{m,n}'') e^{\sum_m \beta_{m,n} x_{m,n}'''}, \quad (37)$$

then we have

$$f_n(x_n') + f_n(x_n'') = I(\sum_m x_{m,n}') e^{\sum_m \beta_{m,n} x_{m,n}'}$$

$$+ I(\sum_m x_{m,n}'') e^{\sum_m \beta_{m,n} x_{m,n}'''}, \quad (38)$$

$$f_n(x_n'') + f_n(x_n') = I(\sum_m x_{m,n}'') e^{\sum_m \beta_{m,n} x_{m,n}'''}$$

$$+ I(\sum_m x_{m,n}') e^{\sum_m \beta_{m,n} x_{m,n}'}.$$ \quad (39)

In the next part, we will prove this proposition in three cases:

**Case 1:** $x_n' = 0$, $x_n'' = 0$ or $x_n'' \neq 0$

If $x_n'' = 0$, then

$$f_n(x_n'') + f_n(x_n') = f_n(x_n'' \land x_n') + f_n(x_n' \lor x_n'') = 0. \quad (40)$$

If $x_n'' \neq 0$, then

$$f_n(x_n'') + f_n(x_n') = f_n(x_n'' \land x_n') + f_n(x_n' \lor x_n'') = e^{\sum_m \beta_{m,n} x_{m,n}'''}. \quad (41)$$

Equations (40) and (41) indicate that $f_n(x_n)$ is a supermodular function when $x_n' = 0$. In the following two cases, let $x_n' \neq 0$ and $x_n'' \neq 0$.

**Case 2:** $x_n' \neq 0$, $x_n'' \neq 0$ and $x_n'' = x_n'$

Here, we define vectors $x_n'$ and $x_n''$ as equal (i.e., $x_n' = x_n''$) if every element in these two vectors is equal (i.e., $x_{m,n}' = x_{m,n}'' \in \{0, 1\}$). Similarly, $x_n' \neq x_n''$ if there exists $m \in M$ such that $x_{m,n}' \neq x_{m,n}'' \in \{0, 1\}$. In this case, $\min\{x_{m,n}', x_{m,n}''\} =\max\{x_{m,n}', x_{m,n}''\} = x_{m,n}' = x_{m,n}''$. Therefore,

$$f_n(x_n'') + f_n(x_n') = f_n(x_n' \land x_n') + f_n(x_n' \lor x_n''). \quad (42)$$

Equation (42) indicates that $f_n(x_n)$ is a supermodular function when $x_n' = x_n''$. \quad

**Case 3:** $x_n' \neq 0$, $x_n'' \neq 0$ and $x_n' \neq x_n''$

Denote $B_1$, $B_0$, $B'$ and $B''$ as sets which satisfy the following
Theorem 4. The objective function of subproblem (CSS2) \( U'(X|\alpha^*) \) is an \( L^2 \)-concave function. Consequently, \( U'(X|\alpha^*) \) is an integrally concave function.

Proof: According to equation (34), \( U'(X|\alpha^*) \) is the sum of a group of \( L^1 \)-concave functions. Based on Theorem 2, the sum of \( L^2 \)-concave functions are still \( L^2 \)-convex function.

Algorithm 2 Steepest Descent algorithm to find the SU assignment matrix \( X \) given \( \alpha^* \)

1: Input: The number of SUs participating in sensing (\( M \)), the PU channel number (\( N \)), the detection probability requirements \( (\lambda_1, \lambda_2, \ldots, \lambda_N) \), \( \alpha_1 = w_rP_n(\mathcal{H}_0)C_{ul,n} \) and the SNR matrix \( \Gamma = \{\gamma_{m,n}\} \).

2: Given \( \alpha^* \), initialize \( X \) as any feasible point and let \( x = [x_1^1, x_2^2, \cdots, x_N^N] \). Note that the dimension of \( x \) is \( 1 \times MN \).

3: Find \( u \in \text{supp}^+(x) \) and \( v \in \text{supp}^+(1-x) \) (\( u,v \in \{1,2,\cdots,MN\} \)) that make \( x - \varepsilon_u + \varepsilon_v \) feasible and maximize \( U_G(x - \varepsilon_u + \varepsilon_v) \), where \( \varepsilon_u \) and \( \varepsilon_v \) are unit vectors.

4: If \( U_G(x - \varepsilon_u + \varepsilon_v) \geq U_G(x) \), then set \( x := x - \varepsilon_u + \varepsilon_v \) and go to line 3.

5: Otherwise, output \( X = [x_1, x_2, \ldots, x_N] \) and stop.

Therefore, we can conclude that \( U'(X|\alpha^*) \) is an \( L^2 \)-concave function. Based on Lemma 1, we can conclude that \( U'(X|\alpha^*) \) is also an integrally concave function.

Theorem 5 states the \( L^2 \)-concave and integrally concave properties of the objective function \( U'(X|\alpha^*) \) in subproblem (CSS2). Therefore, the local optimum of this function implies global optimum.

Similar to the proof in Appendix A, we can prove that constraint (14) should be bounded to get the optimal solution of subproblem (CSS2). We can always make the equality hold for constraint (14) by tuning the sensing threshold based on the relationship between \( P_{d,n} \) and \( P_{f,n} \). Therefore, the effective domain of the subproblem (CSS2) is a polyhedron which is restricted by constraints (36), (12) and (13). According to Theorem 5, the objective function of subproblem (CSS2) \( U'(X|\alpha^*) \) is an \( L^2 \)-concave function. This means that local optimality guarantees global optimality in an unconstrained optimization problem. Unfortunately, available local search method for integrally concave problem needs combinatorial computational complexity [21]. Hence, we propose to use the following Steepest Descent algorithm (Algorithm 2) to find the solution of subproblem (CSS2). Since only one dimensional search is done in the following Steepest Descent algorithm, the local optimality is not guaranteed.

Algorithm 2 initializes a feasible \( X \) based on the given \( \alpha^* \) in line 2. With the starting feasible \( X \), a steepest descent searching procedure is executed from line 3 to line 5. Finally, the assignment matrix \( X = [x_1, x_2, \ldots, x_N] \) is outputted as the final result. The computational complexity of Algorithm 2 is \( O(M^2N^2) \).

C. Find the Optimal \( \kappa \)

In this subsection, we will find a proper \( \kappa \) that gives a good balance between spectrum sensing performance and sensing energy consumption. Let \( X[\alpha^*(\kappa)] \) denote the SU assignment result obtained from Algorithm 2 when \( \kappa \) SUs participate in sensing. We then define the marginal increase of utility
The marginal increase \( \Delta U'(\kappa) \) is non-increasing with respect to \( \kappa \).

This observation will be validated later by simulations in section VI. The physical meaning of this observation is actually quite intuitive and we explain it through the following example. Consider a situation in which we first choose one SU, say SU \( i \), that gives the largest marginal increase in objective value\(^4\) to perform sensing from available SUs. Later one more SU, say SU \( j \), that gives the largest marginal increase is selected to participate in sensing from the remaining \( M - 1 \) available SUs. The marginal increase given by SU \( i \) must be larger than that of SU \( j \). Otherwise, SU \( j \) will be chosen to sense first.

Based on Observation 1, we give the following proposition.

**Proposition 3.** The optimal number of SUs participating in sensing (i.e., \( \kappa^* \)) should satisfy the following conditions

\[
\Delta U'(\kappa^*) \geq \theta \quad \text{and} \quad \Delta U'(\kappa^* + 1) < \theta. \tag{49}
\]

The physical meaning of Proposition 3 is as follows: the number of SUs participating in sensing should stop increasing when it yields negative marginal increase in utility function (10). We can use condition (49) as the testing criteria for \( \kappa^* \) and this gives Algorithm 3.

In Algorithm 3, the complete SU assignment scheme is given by iteratively executing the three steps given above. Although the results obtained in Steps S1 and S3 are optimal, the complete SU assignment scheme is suboptimal because of the averaging of SNR in Step S1 and the non-optimality due to the local search in Step S2. The advantage of our proposed algorithm is that it is efficient and its computational complexity is low, i.e. \( O(M^3N^2) \).

Algorithm 3 Algorithm to find the optimal \( \kappa \)

1: **Input:** The number of SUs participating in sensing (\( M \)), the PU channel number (\( N \)), the detection probability requirements \( \{\lambda_1, \lambda_2, ..., \lambda_N\} \), \( \alpha_n = w_{\tau}P_{\tau}(H_0)C_{0,n} \), \( \theta = w_{\tau}\tau(\phi_s - \phi_c) \) and the SNR matrix \( \Gamma = \{\gamma_{m,n}\} \).

2: **Initialization:** Set \( \kappa = 1 \).

3: while \( (\kappa \leq M + 1) \) do

4: Use Algorithm 1 to find \( a^*(\kappa) \) and use Algorithm 2 to find \( X \) given \( a^*(\kappa) \).

5: if \( \kappa = M + 1 \) then

6: Go to line 19.

7: end if

8: Calculate \( U'(X|a^*(\kappa)) \).

9: if \( \kappa = 1 \) then

10: Set \( \Delta U'(\kappa) = U'(X|a^*(\kappa)) \).

11: else

12: \( \Delta U'(\kappa) = U'(X|a^*(\kappa)) - \text{temp}1 \).

13: if \( \text{temp}2 \geq \theta \) and \( \Delta U'(\kappa) < \theta \) then

14: Go to line 19.

15: end if

16: end if

17: Set \( \text{temp}1 = U'(X|a^*(\kappa)) \), \( \text{temp}2 = \Delta U'(\kappa) \), \( \text{temp}3 = X \), \( \kappa = \kappa + 1 \).

18: end while

19: Output \( \kappa^* = \kappa - 1 \), \( X(\kappa^*) = \text{temp}3 \) and stop.

VI. NUMERICAL RESULTS

In this section, we provide several numerical examples to validate the theoretical analysis and evaluate the performance of our proposed SU assignment scheme. The parameter setting used in the simulation is as follows: the sampling rate \( f_s = 1 \text{MHz} \), the sensing duration \( \tau = 50 \text{ms} \), total number of SUs \( M = 20 \) and the PU channel number \( N = 3 \). Detection probability requirements \( \{\lambda_n|n = 1, 2, 3\} \) and the coefficients \( \{\alpha_n|n = 1, 2, 3\} \) for these three PU channels are listed in the Table I. SNR values are given in Table II\(^6\).

<table>
<thead>
<tr>
<th>( \lambda_n )</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_n )</td>
<td>0.80</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td>2.00</td>
<td>2.30</td>
<td>2.50</td>
<td></td>
</tr>
</tbody>
</table>

In Fig. 3, the obtained SU assignment result for SNR setting 1 is shown. In this SU assignment result, five SUs (SU 1, 3, 7, 13 and 18) are assigned to sense channel 1, seven (SU 6, 8, 9, 12, 17, 19 and 20) are assigned to sense channel 2 and eight (SU 2, 4, 5, 10, 11, 14, 15 and 16) are assigned to sense channel 3.

In Figs. 5 and 6, we compare the performance of our proposed SU assignment scheme with the existing Maximum Weighted Sum Channel Gain (MWSCG) assignment scheme [18] and classical genetic algorithm [27]. As mentioned in

\(^4\)The term objective value is the value of the objective function for a given system setting and SUs assignment solution.

\(^5\)For given weighting factor \( w_{\tau} \), larger value of \( \alpha_{n} \) represents more desirable or better static characteristic (stationary idle probability and channel capacity) of the primary channel.

\(^6\)The appending 1 (0) represents that the corresponding SU is assigned (not assigned) to sense that PU channel for given SNR setting 1 when all the 20 SUs participate in sensing.
Table II
Simulation parameter setting for $\gamma$,

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>SNR Setting 1 (dB)</th>
<th>SNR Setting 2 (dB)</th>
</tr>
</thead>
</table>
| $\gamma_{1...20}$ | $\begin{array}{c|ccc|}
\gamma_{1...20} & 1 & 2 & 3 \\
\hline
\gamma_{1...20} & -19.213 (1) & -20.706 (0) & -20.561 (0) \\
\gamma_{2...20} & -20.924 (0) & -20.244 (0) & -19.780 (1) \\
\gamma_{3...20} & -19.009 (1) & -19.702 (0) & -19.483 (0) \\
\gamma_{4...20} & -20.550 (0) & -20.027 (0) & -19.808 (1) \\
\gamma_{5...20} & -20.635 (0) & -19.804 (0) & -19.193 (1) \\
\gamma_{6...20} & -19.169 (1) & -19.480 (0) & -20.884 (0) \\
\gamma_{7...20} & -19.800 (0) & -19.247 (1) & -20.912 (0) \\
\gamma_{8...20} & -19.520 (0) & -19.368 (1) & -20.150 (0) \\
\gamma_{9...20} & -20.600 (0) & -19.480 (0) & -19.117 (1) \\
\gamma_{10...20} & -19.863 (0) & -19.834 (0) & -19.470 (1) \\
\gamma_{11...20} & -20.821 (0) & -19.099 (1) & -19.706 (0) \\
\gamma_{12...20} & -19.364 (1) & -20.805 (0) & -20.642 (0) \\
\gamma_{13...20} & -19.528 (0) & -20.890 (0) & -20.931 (0) \\
\gamma_{14...20} & -19.291 (0) & -19.982 (0) & -19.086 (1) \\
\gamma_{15...20} & -19.272 (0) & -19.979 (0) & -19.338 (1) \\
\gamma_{16...20} & -20.739 (0) & -19.676 (1) & -20.298 (0) \\
\gamma_{17...20} & -20.159 (1) & -20.801 (0) & -20.463 (0) \\
\gamma_{18...20} & -20.100 (0) & -19.739 (1) & -20.296 (0) \\
\gamma_{19...20} & -20.100 (0) & -19.739 (1) & -20.296 (0) \\
\gamma_{20...20} & -19.290 (0) & -19.222 (1) & -19.902 (0) \\
\end{array}$ | $\begin{array}{c|ccc|}
\gamma_{1...20} & 1 & 2 & 3 \\
\hline
\gamma_{1...20} & -19.213 & -20.706 & -20.561 \\
\gamma_{2...20} & -20.924 & -20.244 & -19.780 \\
\gamma_{3...20} & -19.009 & -19.702 & -19.483 \\
\gamma_{4...20} & -20.550 & -20.027 & -19.808 \\
\gamma_{5...20} & -20.635 & -19.804 & -19.193 \\
\gamma_{6...20} & -19.169 & -19.480 & -20.884 \\
\gamma_{7...20} & -19.800 & -19.247 & -20.912 \\
\gamma_{8...20} & -19.520 & -19.368 & -20.150 \\
\gamma_{9...20} & -20.600 & -19.480 & -19.117 \\
\gamma_{10...20} & -19.863 & -19.834 & -19.470 \\
\gamma_{11...20} & -20.821 & -19.099 & -19.706 \\
\gamma_{12...20} & -19.364 & -20.805 & -20.642 \\
\gamma_{13...20} & -19.528 & -20.890 & -20.931 \\
\gamma_{14...20} & -19.291 & -19.982 & -19.086 \\
\gamma_{15...20} & -19.272 & -19.979 & -19.338 \\
\gamma_{16...20} & -20.739 & -19.676 & -20.298 \\
\gamma_{17...20} & -20.159 & -20.801 & -20.463 \\
\gamma_{18...20} & -20.100 & -19.739 & -20.296 \\
\gamma_{19...20} & -20.100 & -19.739 & -20.296 \\
\gamma_{20...20} & -19.290 & -19.222 & -19.902 \\
\end{array}$ |

Fig. 3 SU assignment for given system parameters and SNR setting 1

Fig. 4 Marginal increase of objective value with respect to $\kappa$

[20], genetic algorithm is commonly used to solve multi-objective optimization problem. Hence, we choose it as a comparison benchmark. In our implementation of genetic algorithm, the initial population is 64, the pairing method is Roulette wheel weighting and the mutation is single point. The MWSCG assignment method is the latest and best existing method to solve the general CSS problem to the best of our knowledge. For SNR setting 1, the proposed Steepest Descent algorithm outperforms the MWSCG assignment method and genetic algorithm as shown in Fig. 5. Fig. 6 shows that our proposed Steepest Descent algorithm performs better than the existing MWSCG assignment method and genetic algorithm for SNR setting 2 as well. The assignment of available SUs in SNR setting 2 needs to be carefully dealt with, because several SUs (e.g., SU 6, 10, 12, 18 and 19) only have good SNR for a certain channel. The existing MWSCG assignment method has poor performance in this case. The MWSCG assignment scheme artificially lets the available SUs spread evenly to sense all PU channels and this makes the assignment method less effective.

Fig. 4 is given to verify Observation 1. The marginal increase of objective value is non-increasing for both SNR setting 1 and SNR setting 2 as shown in Fig. 4. This simulation results agree with our analysis in subsection V-C.
In this paper, the CSS problem is studied in a practical scenario where (i) SUs individually have heterogeneous SNR for different PU channels and (ii) PU channels have heterogeneous detection probability requirement, channel capacity and stationary idle (busy) probability. Unlike many existing works that merely claim that this problem is NP hard and then turn to heuristic methods, we investigate the CSS problem in a solid discrete-convex framework. By taking both sensing performance and energy efficiency into consideration, we formulate the CSS problem as a nonlinear binary programming problem. A three-step approach is adopted to solve it. In Step S1, we analyze the CSS problem with the M/M\(^2\)-convex theory to determine the optimal number of SUs assigned to sense each channel. In Step S2, based on the results obtained in the previous step, we investigate the SU assignment scheme using the L/L\(^4\)-convex theory. In the last step, the optimal number of SUs participating in sensing is found based on the SU assignment obtained in Step S2. By combining these three steps, a complete and efficient SU assignment scheme is obtained. Although the results obtained in Steps S1 and S3 are optimal, the complete SU assignment scheme is suboptimal because of the averaging of SNR in Step S1 and the non-optimality due to the local search in Step S2. Since our proposed scheme relies heavily on theoretical analysis, it outperforms the best existing method. We also provide numerical results to verify the theoretical analysis and evaluate the performance of our proposed SU assignment scheme.

**APPENDIX A**

**PROVE THAT CONSTRAINT (27) SHOULD BE BOUNDED TO EQUALITY FOR SUBPROBLEM (CSS1)**

If \(a_n = 0\), the detection requirement is meaningless since the channel is not sensed and thus will not be used by SUs. Therefore, we only need to prove for channels which are sensed by SUs (i.e., channels with \(a_n \geq 1\)) and constraint (27) should be bounded to equality for subproblem (CSS1). In this case, we have \(P_{f,n}(a_n) = P_{f,n}(0_n)\). Let \(P_{d,n} = \lambda_n\) and \(P_{d,n} > \lambda_n\), then the corresponding \(P_{f,n}\) and \(P'_{f,n}\) can be expressed as follows.

\[
P_{f,n} = 1 - \{1 - Q[\varphi_nQ^{-1}[1 - (1 - P_{d,n})^{1/a_n} + \phi_n]\}^{a_n},
\]

\[
P'_{f,n} = 1 - \{1 - Q[\varphi_nQ^{-1}[1 - (1 - P'_{d,n})^{1/a_n} + \phi_n]\}^{a_n},
\]

where \(\varphi_n = \sqrt{2\gamma_n + 1}\) and \(\phi_n = \sqrt{f_n}\). Denote \(\nabla_x f\) as the first order differentiation of a function \(f\) with respect to its argument \(x\). Take the first order derivative of \(P_{f,n}\) with respect to \(P_{d,n}\) and we obtain

\[
\nabla_{P_{d,n}} P_{f,n} = \{1 - Q[\varphi_nQ^{-1}(p_{d,n}) + \phi_n]\}^{a_n-1}\times
(1 - P_{d,n}) \frac{\varphi_n}{a_n} \times \exp\left\{\frac{[Q^{-1}(p_{d,n})]^2 - [\varphi_nQ^{-1}(p_{d,n}) + \phi_n]^2}{2}\right\}
\]

where \(p_{d,n} = 1 - (1 - P_{d,n})^{1/a_n}\). Since \(0 < 1 - P_{d,n} \leq 1\) and \(0 < 1 - Q[\varphi_nQ^{-1}(p_{d,n}) + \phi_n] < 1\), it is obvious that \(\nabla_{P_{d,n}} P_{f,n} > 0\). Therefore, \(P_{f,n}\) is monotonically increasing with \(P_{d,n}\). Since \(P'_{d,n} > P_{d,n}\), we have

\[
1 - P'_{f,n} < 1 - P_{f,n}
\]

Therefore, we have

\[
U'(a) < U(a)
\]

where \(U'(a) = \sum_n a_n[1 - P'_{f,n}(a_n)]\) and \(U(a) = \sum_n a_n[1 - P_{f,n}(a_n)]\). Therefore, the unbounded detection probability \(P'_{d,n}\) gives a worse objective value for subproblem (CSS1) compared with the bounded detection probability \(P_{d,n}\). Hence, constraint (27) should be bounded to equality to achieve the optimal solution for subproblem (CSS1).

**APPENDIX B**

**PROVE THAT CONSTRAINT (26) GIVES A POLYMATROID IN SUBPROBLEM (CSS1)**

Let \(F = M\) and \(g(N) = \sum_{n \in N} a_n\), then constraint (26) equals to \(G = G(N, F) = \{g \in N^V : g(N) \leq F(S)\}\). It is obvious that \(F = M\) satisfies the following conditions:

1. \(F\) is nonnegative: \(F(S) \geq 0\),
2. \(F\) is nondecreasing: \(F(S) \leq F(T)\) if \(S \subseteq T \subseteq V\),
(3) $F$ is submodular: $F(S) + F(T) \geq F(S \cup T) + F(S \cap T)$. Therefore, $G = G(N, F) = \{ g \in N^V : g(N) \leq F(S) \}$ is a polymatroid according to Definition 8. Hence, constraint (26) gives a polymatroid in subproblem (CSS1). This completes the proof.
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