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Abstract—Motivated by the practical barrel-temperature control of injection molding, this paper proposes two identification methods and a unified control scheme for general temperature control design. Based on the unity step response, corresponding to the full heating response in a temperature-control system, an identification method is developed to obtain an integrating model for heating-up control design. By using a relay test around the set-point temperature, another identification method is proposed to obtain a model of stable or integrating type for control-system design to reject load disturbances during system operation. To ensure identification robustness, denoising strategies have also been presented for practical applications with measurement noise. For simplicity of implementation, a unified control scheme based on the internal-model-control structure is proposed for both heating-up and steady operations against load disturbance. Analytical controller-design formulas and tuning rules are correspondingly developed for quantitative regulation of the heating-up response and the load-disturbance response for operation. Examples from the recent literature and a practical application to injection molding are performed to demonstrate the effectiveness and merit of the proposed identification methods and control scheme.

Index Terms—Injection-molding machine, integrating model, internal-model control (IMC), relay test, step-response identification, temperature control.

I. INTRODUCTION

TEMPERATURE control is an important issue in many industrial processes, e.g., electric-resistance furnaces, crystal ovens, and heating boilers/tanks/barrels for various chemical and metallic products. Such a thermal process usually shows an integrating response characteristic during the heating stage, and after rising up to the set-point temperature, it tends to behave in a stable manner given a certain heating range, due to air convection or radiation loss into the environment. The main control challenges for such processes are to avoid overheating (i.e., temperature overshoot) in the heating stage and to tightly maintain the set-point temperature against load disturbances and process/environmental variations. Furthermore, thermal processes typically have slow time constants and long time delay, causing difficulties to control-system design [1]. For example, in the heating barrel of an injection-molding machine, as shown in Fig. 1, the raw materials (plastic resin) fed from the hopper need to be heated and melted to a temperature above 200 °C before injection molding. To ensure consistency in product quality, the front three zones (i.e., 1–3) of the heating barrel are required to be heated up with minimal temperature overshoot as quickly as possible and, then, maintain the melting temperature, e.g., 220 °C, for injection molding. Based on a priori knowledge of the barrel thermal inertia, recent literature [2] developed an optimal time switching strategy for heating-up with a small temperature overshoot. Several model-predictive-control methods [3]–[5] have been recently reported for effectively maintaining the barrel temperature. Moon [6], Kaymak and Luyben [7], and Wolff and Skogestad [8] developed multiloop control strategies for improving the load-disturbance-rejection performance. An iterative-learning-control scheme was proposed in [9] to guarantee temperature uniformity during system operation. Valigi et al. [10] and Shahrokhi and Nejati [11] discussed some implementation constraints in temperature control design. Grassi and Tsakalis [12] proposed a frequency loop-shaping method for controller tuning to accommodate for such implementation constraints. As illustrated in the recent papers [13]–[15], model-based control methods facilitate the improvement of system performance for heating-up and steady-state load-disturbance rejection. Most of the existing papers, e.g., [13]–[17], have been devoted to identification algorithms for obtaining stable first-order-plus-dead-time (FOPDT) or second-order-plus-dead-time (SOPDT) models, which, in fact, are confined to describe the process-response characteristics around the set-point temperature.

In this paper, a step-response identification method is proposed to obtain an integrating model for better depiction of the heating-up response characteristics, thus facilitating the heating-up control design. To reliably capture the process-response characteristics around the set-point temperature, a relay-based identification method is developed to obtain a stable or integrating SOPDT model for control-system design for steady-state load-disturbance rejection. For simplicity of implementation, a unified control scheme for both heating-up and load-disturbance rejection is proposed based on the internal-model-control (IMC) structure. The corresponding controller-design formulas are analytically derived, and quantitative tuning rules are developed for obtaining the desired heating-up response and load-disturbance response. This paper is organized as follows. Section II presents the identification methods for obtaining the process models of heating-up and steady operations. A unified control scheme for heating-up
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and load-disturbance rejection is proposed in Section III, together with the corresponding controller-tuning guidelines. In Section IV, four examples in the recent literature are used to demonstrate effectiveness and merit of the proposed identification methods. Experimental tests on the barrel-temperature control of an injection-molding machine are performed in Section V. Finally, conclusions are drawn in Section VI.

II. IDENTIFICATION METHODS

To implement a quick heating-up to the set-point temperature, it is common to turn on the heater fully in the initial heating stage and, then, gradually decrease the heating power to reach the set-point temperature with as little as possible (or no) overheating. Accordingly, the integrating response under full heating is suitable for model identification for heating-up control design, which may be transformed to a unity step response for identification. An identification method based on the step response is therefore proposed. After the plant is heated up to the set-point temperature, full heating power is rarely needed, and different amounts of heating power may result in different response characteristics. In view of that, relay-feedback test is suitable for online identification [18], [19] and can be used to observe the repeatable response characteristics around the set-point temperature; a relay-based identification method is proposed to capture the fundamental response characteristics at the steady state for control-system design. For clarity, the two identification methods are detailed, respectively, in the following two sections.

A. Integrating Model for Heating-Up

An integrating process can generally be modeled in the form of

\[ G_{\text{int}}(s) = \frac{k_p e^{-\theta s}}{s(T_p s + 1)} \]  

(1)

where \( k_p \) is the process gain, \( \theta \) is the time delay, and \( T_p \) is the time constant. Note that if \( T_p \to 0 \), the above model may also represent a first-order integrating process.

For a step input, i.e., \( u = \mu \) for \( t > 0 \) and \( u = 0 \) for \( t \leq 0 \), where \( \mu \in \mathbb{R} \), the time-domain response of an integrating process described in (1) with zero initial condition can be derived as

\[ \begin{cases} y(t) = 0, & 0 \leq t \leq \theta \\ \tau_p \dot{y}(t) + \dot{y}(t) = k_p \mu (t - \theta), & t > \theta. \end{cases} \]  

(2)

Triply integrating both sides of (2) for \( t > \theta \) yields

\[ \int_0^t \int_0^{\tau_2} \int_0^t y(\tau) d\tau_1 d\tau_2 = -\tau_p \int_0^t y(\tau) d\tau + \frac{1}{6} k_p \mu (t - \theta)^3 \]  

(3)

which can be rewritten as

\[ \psi(t) = \phi^T(t) \nu \]  

(4)

where

\[ \begin{aligned} \psi(t) &= \left[ y(t), y(t), y(t), \ldots, y(t) \right]^T \\ \phi &= \left[ \phi(t_1), \phi(t_2), \ldots, \phi(t_N) \right]^T, \end{aligned} \]

(5)

It can be easily verified that each column of \( \phi \) is linearly independent with each other, such that \( \Phi \) is guaranteed nonsingular for computation of (5). Accordingly, there exists a unique solution of \( \nu \) for the time sequence. For practical applications, the number of data points (N) for fitting should be in the range of 50–200 for a good tradeoff between computation efficiency and fitting accuracy.

Then, the process time constant can be retrieved as

\[ T_p = \nu(5). \]  

(6)

Note that, besides \( k_p = \nu(1) \) and \( k_p \theta = \nu(2) \), there exist two redundant fitting conditions, \( k_p \theta^2 = \nu(3) \) and \( k_p \theta^3 = \nu(4) \), for determining the process gain and time delay. To procure identification accuracy for a real high-order process, we may take the natural logarithm for both sides of the four conditions to obtain

\[ \begin{bmatrix} 1 & 0 \\ 1 & 1 \\ 1 & 2 \\ 1 & 3 \end{bmatrix} \begin{bmatrix} \ln k_p \\ \ln \theta \end{bmatrix} = \begin{bmatrix} \ln \nu(1) \\ \ln \nu(2) \\ \ln \nu(3) \\ \ln \nu(4) \end{bmatrix}, \]  

(7)

Thus, \( k_p \) and \( \theta \) can be retrieved from (7) using an LS fitting algorithm.

Remark 1: By doubly integrating both sides of (2) for \( t > \theta \), an identification algorithm with less computation effort can be similarly obtained, but the identification robustness against measurement noise may be inferior to the above algorithm that
utilizes the integral function to reduce the measurement errors according to the statistical averaging principle. Note that, by letting $\tau_p = 0$, the above algorithm can be transparently generalized to identify an FOPDT integrating-process model, $G_{\text{t}}|_{t=0} = k_0 e^{-\theta t}$, which, however, is inferior to an SOPDT model for representing a real high-order process, since the initial transient response cannot be effectively represented. A detailed demonstration can be found in a recent paper [20]. Besides, it should be noted that the step response of an integrating process will increase infinitely as $t \to \infty$ and, thus, should be limited within an admissible range around the set-point value. Obviously, a larger range of the step response, corresponding to a longer time sequence, facilitates better estimation accuracy.

In the case that the process-output measurement is corrupted by random noise $\zeta(t)$ during the step-response test, there exists $\dot{y}(t) = y(t) + \zeta(t)$, where $\dot{y}(t)$ denotes the corrupted output. It follows from (3) that

$$\Psi = \Phi \nu + \sigma$$

where $\sigma = [\delta(t_1), \delta(t_2), \ldots, \delta(t_N)]^T$ and $\delta(t) = \int_0^t e^{2\tau} \zeta(\tau) d\tau$. Due to the fact that $\Phi$ is now correlated with $\sigma$, the LS estimate given in (5) may not be consistent according to the parameter-estimation theory [21].

One solution is to use the instrumental-variable (IV) method [21], [22]. A feasible choice of such an IV matrix is given in the following proposition

**Proposition 1:** If the IV matrix is chosen as $Z = [z_1, z_2, \ldots, z_N]$, where $z_i = [1/t^2_1, 1/t^3_1, 1, t, t^2_1]^T$ for $i = 1, 2, \ldots, N$, which satisfies the two limiting conditions: 1) The inverse of $\lim_{N \to \infty} (Z^T \Phi)/N$ exists and 2) $\lim_{N \to \infty} (Z^T \sigma)/N = 0$, then a consistent estimation for (8) is $\nu = (Z^T \Phi)^{-1} Z \Psi$.

**Proof:** The limiting conditions in Proposition 1 are sufficient for consistent estimation [21]. We therefore must demonstrate that the proposed IV matrix satisfies them. For the first condition, we can derive (9), shown at the bottom of the page. Note that

$$\lim_{N \to \infty} \frac{t^N}{N} = c$$

where $c \in \mathbb{R}_+$. For instance, $c = T_\alpha$ is for the case that $t_i = t_1 + T_\alpha (i - 1)$ ($i = 1, 2, \ldots, N$), where $T_\alpha$ is the sampling period for identification. Therefore, all rows or columns in the square matrix of (9) are nonzero vectors and linearly independent of each other, which corresponds to

$$\det \left( \lim_{N \to \infty} \frac{Z^T \Phi}{N} \right) \neq 0.$$ 

Hence, the first condition in Proposition 1 is satisfied.

For the second condition, we can derived (12), shown at the bottom of the page. Note that, for $N \to \infty$, the measurement noise sequence $\zeta(t)$ ($i = 1, 2, \ldots, N$) can be viewed as white noise such that its mean value tends to zero. Accordingly, it follows from $\delta(t) = \int_0^t e^{2\tau} \zeta(\tau) d\tau$ that

$$\lim_{N \to \infty} \sum_{i=1}^{N} \delta(t_i) = 0$$

which indicates that $\delta(t_i)$ ($i = 1, 2, \ldots, N$) is also a random noise sequence for $N \to \infty$ and, thus, is uncorrelated with the time sequence $t_i$ or $t^2_i$ ($i = 1, 2, \ldots, N$). Hence, the last two elements in the vector of (12) also become zero for $N \to \infty$. This completes the proof. 

$$\lim_{N \to \infty} \frac{Z^T \Phi}{N} = \left[ \begin{array}{cccc} \frac{4}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} t_i & -\frac{6}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^3_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^4_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^5_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^6_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^7_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^8_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^9_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^{10}_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^{11}_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \frac{6}{6} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{t^{12}_i}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} & 0 \end{array} \right]$$

$$\lim_{N \to \infty} \frac{Z^T \sigma}{N} = \left[ \begin{array}{cccc} 0 & 0 & \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \delta(t_i) & \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} t_i \delta(t_i) & \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} t^2_i \delta(t_i) \end{array} \right]^T.$$
B. Stable/Integrating Model for Set-Point Operation

To describe the approximately stable response characteristics around the set-point temperature, the following stable SOPDT process model is used

\[
G_{m-s}(s) = \frac{k_p e^{-\delta s}}{(\tau_p s + 1)^2}. \tag{14}
\]

This model is customarily called a critically damped type. It should be noted that the other two SOPDT stable model types, underdamped and overdamped, are no more suitable for describing such temperature response besides with one more parameter. They are thus not adopted here.

In a relay-feedback test for identification, the relay function is generally specified as

\[
u(t) = \begin{cases} u_+ & \text{for } [\varepsilon(t) > \varepsilon_+] \text{ or } [\varepsilon(t) > \varepsilon_+ \text{ and } u(t-) = u_+] \\ u_- & \text{for } [\varepsilon(t) < \varepsilon_] \text{ or } [\varepsilon(t) \leq \varepsilon_+ \text{ and } u(t-) = u_-] \end{cases} \tag{15}
\]

where \(u_+\) and \(u_-\) are, respectively, the positive and negative relay-output magnitudes and \(\varepsilon_+\) and \(\varepsilon_-\) are, respectively, the positive and negative relay-switch hysteresis. By letting \(u_+ = [u_+\] and \(\varepsilon_+ = [\varepsilon_+\], an unbiased (symmetrical) relay can be obtained. For identification of the temperature response, \(u_+\) corresponds to the heating power that may be specified to increase the plant temperature within an admissible range, and \(u_-\) may simply be specified as zero that corresponds to shutting off the heater for cooling via air convection or radiation; \(\varepsilon_+\) and \(\varepsilon_-\) correspond to user-specified temperatures for the relay switch. In a relay test, the temperature response moves into a limit state with a certain heating power, the time from shutting off the heater for cooling via air convection or radiation; \(\varepsilon_+\) and \(\varepsilon_-\) can be intuitively measured from the initial signal ratio (NSR) level, a low-pass Butterworth filter may be designed to design the control system for steady-state load-disturbance rejection. In such a case, the model gain cannot be derived from (19) because \(G(0) \to \infty\). However, the time delay of the temperature response can be intuitively measured from the initial step response for heating or cooling in a relay test. For instance, after the process maintains the set-point temperature, an integrating model of (1) may then be derived similar to (18) from

\[
k_p = G(0) = \int_{t_m}^{t_m + P_1} y(t) dt \int_{t_m}^{t_m + P_1} u(t) e^{-j\omega_1 t} dt. \tag{19}
\]

In view of that, the relay test for identification of the temperature response is obviously biased; the model gain can be separately derived similar to (18) from

\[
\begin{align*}
A_i &= \frac{k_p}{\tau_p^2 \tau_1^2 + 1} \\
-\theta \omega_1 &= 2\arctan(\tau_p \omega_1) = \varphi_i. \tag{20}
\end{align*}
\]

Hence, \(\tau_p\) and \(\theta\) can be, respectively, derived from (20) and (21) as

\[
\begin{align*}
\tau_p &= \frac{1}{\omega_1} \sqrt{\frac{k_p}{A_i} - 1} \tag{22} \\
\theta &= -\frac{1}{\omega_1} [\varphi_i + 2\arctan(\tau_p \omega_1)]. \tag{23}
\end{align*}
\]

In the case that a relatively larger heating power causes the temperature response to behave in an integrating manner around the set-point temperature, an integrating model of (1) may be derived to design the control system for steady-state load-disturbance rejection. In such a case, the model gain cannot be derived from (19) because \(G(0) \to \infty\). However, the time delay of the temperature response can be intuitively measured from the initial step response for heating or cooling in a relay test. For instance, after the process maintains the set-point temperature with a certain heating power, the time from shutting off the heater for cooling in the beginning of the temperature drop can be counted as the time delay of the temperature response. Consequently, by substituting the integrating model of (1) into the frequency-response fitting condition of (18), \(k_p\) and \(\tau_p\) can be then derived as

\[
\begin{align*}
k_p &= A_i \omega_1 \sqrt{\tau_p^2 \omega_1^2 + 1} \tag{24} \\
\tau_p &= \frac{1}{\omega_1} \tan \left( -\theta \omega_1 - \frac{\pi}{2} - \varphi_i \right). \tag{25}
\end{align*}
\]

It should be noted that, by using the time delay measured from the initial relay response, \(k_p\) and \(\tau_p\) of the stable model shown in (14) can alternatively be derived from (20) and (21) as

\[
\begin{align*}
k_p &= A_i \left( \frac{\tau_p^2 \omega_1^2}{2} + 1 \right) \tag{26} \\
\tau_p &= \frac{1}{\omega_1} \tan \left( \frac{\theta \omega_1 + \varphi_i}{2} \right). \tag{27}
\end{align*}
\]

To cope with measurement noise occurring in such a relay test, the frequency-response estimation of (18) may be computed from the averaging of 5–20 repetitive or similar oscillation periods. When the measurement noise causes a high noise-to-signal ratio (NSR) level, a low-pass Butterworth filter may be
The corresponding closed-loop controller \( C_h \) can then be derived from the nominal relationship, \( T_{r \to y} = C_{m \to y} C_h \), i.e.,

\[
C_h = \frac{s(\tau_h s + 1)}{b_s (\lambda_h s + 1)^2}.
\]  

(31)

It is seen that \( \lambda_h \) becomes the adjustable parameter of \( C_h \), which may be tuned to achieve a desirable heating-up specification.

For a step change of the set-point input, \( \Delta r = r - y_0 \), which corresponds to heating-up from the initial process temperature of \( y_0 \) to the desired temperature of \( r \) (i.e., the set-point value), the time-domain response can be derived accordingly as

\[
y_{h \to y}(t) = \begin{cases} 
0, & t \leq \theta \\
\Delta r\left[1 - \left(1 + \frac{t-\theta}{\lambda_h}\right) e^{-\left(t-\theta\right)/\lambda_h}\right], & t > \theta 
\end{cases}
\]

(32)

which indicates that there is no temperature overshoot for heating-up in the nominal case (i.e., \( G = G_{m \to y} \)), and quantitative time-domain performance specification can be conveniently determined by tuning the single adjustable parameter \( \lambda_h \) of \( C_h \). For instance, define the heating-up time \( t_h \) as the time to reach 95% of \( \Delta r \); the tuning formula can be derived from (32) as

\[
t_h = 4.7439 \lambda_h + \theta.
\]

Note that, due to heat loss from air convection or radiation to the environment, which may be viewed as load disturbance, the control output should actually be augmented with a certain value to prevent the temperature drop during/after the heating-up stage, i.e.,

\[
u = u_{r \to y} + u_0
\]

(33)

where \( u_0 \) corresponds to the heating power required for balancing the heat loss from air convection or radiation, which may be ascertained from an open-loop test of maintaining the set-point temperature.

In addition, there exists an implementation constraint of \( 0 \leq u \leq 1 \), corresponding to 0–100% of the heater capacity. Checking the range of control output in tuning \( \lambda_h \) of \( C_h \) is thus necessary. In the case that the control output surpasses the upper bound for some moments in the heating-up response, the heating-up time will be prolonged, but the stability of the control system can still be preserved according to the IMC theory [24]. If the computed control output is smaller than the lower bound for some moments during the heating-up response, steady-state deviation of the output temperature may be yielded, as can be verified from simulation or experimental tests.

The load-disturbance transfer function from \( d_o \) to \( y \) shown in Fig. 2 can be derived from

\[
H_{d_o}(s) = G_d(s)(1 - T_{r \to y}(s))
\]

(34)

where \( G_d(s) \) is a stable transfer function that reflects the dynamics of load disturbance. It can be verified using (30) that

\[
\lim_{s \to 0} H_d(s) = 0
\]

(35)

which indicates that the influence of step-type load disturbance from the process-output side can be eliminated asymptotically. It should be noted that no step-type load disturbance could seep
into the process input which is purely manipulated by the controller as shown in Fig. 2, so the influence of such load disturbance does not need to be considered, although it may cause the control system unstability as discussed in [23].

To evaluate robust stability of the resulting control system, we may lump multiple sources of the process uncertainties into the form of multiplicative uncertainty, i.e., $\Delta m(s) = [G(s) - G_m(s)]/G_m(s)$ without loss of generality [25]. It follows from the small gain theorem that the control system holds robust stability if and only if

$$\| \Delta m(s)T_{r-s}(s) \|_\infty < 1. \quad (36)$$

Substituting (30) into (36) yields

$$\sqrt{\lambda^2 \omega^2 + 1} > |\Delta m(j\omega)| \quad \forall \omega \geq 0 \quad (37)$$

which can be verified by observing whether the magnitude plot of the left-hand side of (37) is larger than the right-hand side for $\omega \in [0, \infty)$. Therefore, given an upper bound of $|\Delta m|$ in practice, e.g., the maximal variation of the model parameters, the admissible tuning range of $\lambda_m$ can be determined from (37).

### B. Autotuning for Load-Disturbance Rejection

After heating up to the set-point temperature, the controller tuning then aims to reject load disturbance. Based on the stable SOPDT model of (14) identified around the set-point temperature, the desired closed-loop transfer function is proposed to be similar to (30) as

$$T_{r-s} = \frac{e^{-\theta_s}}{(\lambda_m s + 1)^2} \quad (38)$$

where $\lambda_m$ is an adjustable closed-loop time constant. Note that the above closed-loop transfer function can contribute to minimizing the integral-squared-error criterion for rejecting a step load disturbance that seeps into the process output (denoted as $\hat{d}_o$ in Fig. 2) [23].

The corresponding controller $C_s$ can then be derived from the nominal closed-loop relationship, $T_{r-s} = G_m \cdot sC_s$, i.e.,

$$C_s = \frac{(\tau_p s + 1)^2}{k_d(\lambda_m s + 1)^2}. \quad (39)$$

It is seen that $\lambda_m$ becomes the adjustable parameter of $C_s$, which may be tuned to obtain desirable disturbance-rejection performance.

To evaluate the achievable performance for load-disturbance rejection, an FOPDT transfer function of $G_d(s) = k_d e^{-\theta_d s}/(\tau_d s + 1)$ may be used to represent approximately the dynamics of a load disturbance shown as $d_o$ in Fig. 2, where $k_d$ indicates the magnitude of $d_o$, $\theta_d$ is the time delay to affect the process output, and $\tau_d$ is the time constant that reflects the changing speed of $d_o$ if it has continuous power with respect to the time. Note that $\tau_d = 0$ corresponds to step change in the load disturbance. For a unity step change of $d_o$, the time-domain disturbance response can be derived accordingly from (40), shown at the bottom of the page. It can be seen that if $\tau_d = 0$, then the disturbance-response peak (DP) is equal to $k_d$. For $\tau_d > 0$, in view of that no analytical solution of DP can be derived from (40), numerical results are cultivated to disclose the quantitative relationship between DP and $\lambda_m$. By using a frequency scaling factor, $\tilde{s} = \tau_d s$, the unity step disturbance response can be normalized as

$$y_{k_d} \left( \frac{t}{\tau_d} \right) = \frac{1}{\tilde{s}^0} \left\{ \begin{array}{ll} k_d e^{-\theta \tilde{s}} & \text{if } \tilde{s} > \tau_d \\ 1 - e^{-\theta \tilde{s}}/\tilde{s}^0 & \text{if } 0 < \tilde{s} \leq \tau_d \\ 0 & \text{if } \tilde{s} = 0 \\ \end{array} \right. \quad (41)$$

where $\tilde{\theta}_d = \theta/\tau_d$, $\tilde{\theta} = \theta/\tau_d$, and $\tilde{\lambda}_m = \lambda_m/\tau_d$. It is therefore seen that $y_{k_d}(t)$ has the same DP with $y_{k_d}(t/\tau_d)$. Note that $\tilde{\theta}_d$ (or $\tilde{\theta}$) does not affect DP. Based on numerical simulations for $y_{k_d}(t/\tau_d)$, the quantitative tuning relationship between DP/$k_d$, $\lambda_m/\tau_d$, and $\theta/\tau_d$ is shown in Fig. 3. In practice, it is suggested to let $\lambda_m = \theta$ initially and, then, by monotonically increasing or decreasing $\lambda_m$ online, a desirable performance specification for load-disturbance rejection can be conveniently determined.

Following the robust stability analysis given in the earlier section, the robust tuning constraint for holding the control-system stability can be similarly derived from

$$\sqrt{\lambda^2 \omega^2 + 1} > |\Delta m(j\omega)| \quad \forall \omega \geq 0 \quad (42)$$
which may be used to ascertain the admissible tuning range of $\lambda_r$ in the presence of the process uncertainties.

For the case that the integrating model of (1) is identified from a relay test or the aforementioned step response, the controller-design method for heating-up can also be used for load disturbance rejection, by virtue of the united control structure. Note that the closed-loop sensitivity function $H$ satisfies the following asymptotic constraint for rejecting a step load disturbance that seeps into the process output

$$\lim_{s\to0} H(s) = \lim_{s\to0} (1 - T(s)) = 0$$

which can be verified by substituting (30) or (38) into (43). Even for the case that the controller is designed based on the stable model of (14), whereas the temperature response actually behaves in an integrating manner, e.g., described by the integrating model of (1), the asymptotic constraint of (43) can still be satisfied, which can be verified by substituting (14), (29), and (39) into (43). In such a case, the model mismatch can be assessed with the aforementioned multiplicative uncertainty, and correspondingly, the tuning constraint for holding system stability can be determined in terms of the earlier robust stability analysis.

### IV. Simulation Examples

Four examples from the recent literature are used to illustrate the effectiveness of the proposed identification methods: Examples 1 and 2 are given to demonstrate that high accuracy can be obtained by the proposed methods for identification of second-order integrating and stable processes, together with measurement noise tests for demonstrating identification robustness, and Examples 3 and 4 are given to show the achievable fitting for high-order integrating and stable processes in comparison with results from the recent literature.

#### Example 1:

Consider the SOPDT integrating process studied in [26]

$$G = \frac{e^{\sigma s}}{(s + 1)^2}.$$ 

Based on the measured output data in the time interval of [8, 30] (in seconds) under a unity step-response test, the proposed identification method composed of (4), (5), (6), and (7) gives the following process model,

$$G_m = \frac{1.0000e^{-1.0904s}}{(1.0005s + 1)^2},$$

indicating good accuracy.

#### Now, suppose that random noise of $N(0, \sigma_N^2 = 0.0127)$ is added to the process-output measurement, causing $\text{NSR} = 5\%$.

Using the measured output data in the aforementioned time interval, the proposed IV identification methods result in the process model,

$$G_m = \frac{1.0362e^{-0.8209s}}{(21.1995s + 1)}.$$ 

According to the widely used output error criterion, $\text{err} = \sum_{k=1}^{N} \left(y(kT) - \gamma \left(\frac{y(kT)}{kT}\right)^2/N\right)$, where $y(kT)$ and $\gamma (kT)$ are, respectively, the transient responses of the process and the model to a unity step input, the identified model yields $\text{err} = 1.15 \times 10^{-3}$, indicating good identification robustness. Then, assume that the noise level rises to $\text{NSR} = 30\%$ in terms of the measurement noise of $N(0, \sigma_N^2 = 0.572)$, the proposed IV identification method based on the above time interval of output data gives the process model,

$$G_m = \frac{1.0541e^{-0.2969s}}{(22.2082s + 1)},$$

corresponding to $\text{err} = 2.82 \times 10^{-2}$.

#### Example 2:

Consider the SOPDT stable process studied in [27]

$$G = \frac{e^{-s}}{(s + 1)^2}.$$ 

Based on a biased relay test with $u_+ = 1.3, u_- = -0.7, \varepsilon_+ = -\varepsilon_- = 0.2$, the proposed identification method composed of (19), (22), and (23) gives the process model listed in Table I, together with the intermediate values of the limit cycle for computation. It is seen that the proposed algorithm results in good accuracy.

To demonstrate identification robustness in the presence of measurement noise, random noise of $N(0, \sigma_N^2 = 0.00675)$, causing $\text{NSR} = 20\%$, as used by Panda and Yu [27], is added to the process-output measurement, which is then used for the relay feedback. Based on the averaging for five oscillation periods in the time interval of [10, 50] s, the limit-cycle data are computed as $\bar{P}_u = 5.33, \bar{A}_u = 0.4207, \bar{\varphi}_u = -2.9194$. Accordingly, the proposed algorithm yields the process model,

$$G_m = \frac{1.0083e^{-1.0033s}}{(1.0028s + 1)^2},$$

indicating improved identification robustness as compared to that of Panda and Yu [27].
For example, the proposed algorithm can also be studied in [28]. Based on the process step-response data, Ingimundarson and Hägglund [28] gave an FOPDT model, \( G_m = \frac{1.000e^{-1.000s}}{s(1.000s + 1)} \). For comparison, by letting \( T_D = 0 \), the proposed algorithm can also be used to obtain an FOPDT model, \( G_m = \frac{0.9811e^{-10.020s}}{s} \). The Nyquist plots of these models are shown in Fig. 4. It can be seen that the proposed FOPDT model procures improved fitting as compared to that of Ingimundarson and Hägglund [28], and the proposed SOPDT model obtains apparently better fitting.

**Example 4:** Consider the third-order process studied in [29]

\[
G = \frac{e^{-0.5s}}{(s+1)(s^2 + s + 1)}
\]

Based on a biased relay-feedback test, Kaya and Atherton [29] derived a critically damped SOPDT model, \( G_m = \frac{1.000e^{-1.000s}}{(0.785s + 1)^2} \). For comparison, using a biased relay test as in Example 2, the proposed algorithm composed of (19), (22), and (23) gives the proposed SOPDT model, particularly for the low-frequency range primarily referred to control-system design [18], [19]. Note that the proposed model response at \((-0.6763, -0.1797)\) corresponding to the oscillation frequency coincides precisely with the real process.

**V. EXPERIMENTAL TESTS**

Consider the barrel-temperature control of an industrial Chen–Hsong reciprocating-screw injection-molding machine (model no. JM88-MKIII-C), of which the schematic diagram is shown in Fig. 1. There are six temperature zones in the heating barrel. Each zone is equipped with an electric heater with a capacity of 1040 W, which is regulated via a zero-crossing solid state relay with pulse width modulation. Each zone temperature is measured using a K-type thermocouple. A 16-bit data acquisition card (AT-MIO-16X) of National Instruments is used for analog-to-digital and digital-to-analog conversions. The semicrystalline material of high-density polyethylene is used for the injection-molding experiment. According to the process characteristics, the rear three zones, 4–6, are primarily for heating the raw materials below a temperature of 200 °C, while the front three zones, 1–3, are required to reach the melting temperature of 220 °C and tightly maintain the temperature.
Fig. 7. (a)–(c) Heating-up responses and (d)–(f) control signals of zones 1–3.

e.g., within ±0.5°C, for injection molding. Therefore, identification and autotuning are herein focused on the front zones 1–3 for illustration. It should be noted that all the temperature zones have positive correlations with each other for the heating-up process and the injection-molding process of cycling, individual loop-control structure (i.e., multiloop control) is adopted for simplicity. The following identification procedure also takes into account the positive correlation between the temperature zones.

To identify an integrating SOPDT model for representing the heating-up response characteristics for each of the three zones, an open-loop step-response test is conducted for each zone: First, the three zones are heated to a temperature over 210°C, and then, the corresponding heaters are shut off. When the tem-
temperature of the zone to be identified drops to 210 °C, the three zones are simultaneously heated with the heaters turned fully on until the temperature of the zone to be identified reaches the set-point temperature of 220 °C. The experimental results with a sampling period of 200 ms are shown in Fig. 6. It can be seen that, due to air convection, the temperatures of zones 1–3 drop slowly before increasing to 220 °C. The time of the temperature drop can be viewed as a time delay of the heating-up response, which may be referenced to choose the initial transient response point for model identification.

Accordingly, the proposed control scheme with the controller-tuning formula of (31) is performed for a heating-up test from the temperature of 210 °C. That is, zones 1–3 are heated to slightly over 210 °C, and then, the proposed control scheme is switched over after the temperature of any one of the three zones drops to 210 °C via shutting off the corresponding heaters. The sampling period for control implementation is taken as $T_s = 0.5$ s, in view of that the maximal temperature increment ($\Delta T$) is actually no greater than 0.1 °C/s, as can be verified from the filtered signals shown in Fig. 6. Correspondingly, the backward-discretization operator, $\hat{y}(kT_s) = [e(kT_s) - e((k-1)T_s)]/T_s$, is used for differential computation. To reduce the influence of measurement noise in the computation of the control output, an online noise-spike filtering strategy [31] is used for feedback control, i.e., the expression for $\hat{y}(kT_s)$

$$
\hat{y}(kT_s) = \begin{cases} 
  y((k-1)T_s) + \Delta T, & y(kT_s) - y((k-1)T_s) \geq \Delta T \\
  y((k-1)T_s) - \Delta T, & y(kT_s) - y((k-1)T_s) \leq -\Delta T \\
  y(kT_s), & \text{otherwise}
\end{cases}
$$

shown as thick dashed lines in Fig. 6. By using the proposed IV identification method, the integrating SOPDT models of the three zones are obtained as listed in Table II, together with the integrating FOPDT models obtained in terms of the well-known Ziegler–Nichols (Z-N) step-response method [30].

Fig. 9. Temperature responses of zones 1–3 using the heating-up models for injection molding.
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where \( y(T_k) \) is the filtered temperature for feedback control, \( y(T_k) \) is the measured temperature, and \( \Delta T = 0.005 \) °C is the threshold for filtering noise. By setting the control parameters to \( \lambda_{1-1} = \lambda_{1-2} = \lambda_{1-3} = 20 \), respectively, for zones 1–3, the experimental results are obtained as shown in Fig. 7. It can be seen that quick heating-up without temperature overshoot has been obtained for the three zones, compared to the well-known Z-N PID tuning method [30] based on the integrating FOPDT models listed in Table II. For further comparison, using the proposed integrating SOPDT model, the control results in terms of the heating-up model and the other two tuning methods of Z-N [30] and Skogestad [32] are shown, two tuning methods of Z-N [30] and Skogestad [32] are shown, and the measured time delay in the initial response of each relay can result in more regular oscillation periods as compared to the earlier noise-spike filter. To reduce the interaction between the three zones during a relay test for each zone, the other two zones are similarly heated or cooled following the relay-switch conditions for the zone to be identified. By averaging five similar oscillation periods for frequency-response estimation and using the limit-cycle data.

Based on the identified stable and integrating models, the proposed control scheme with the controller-tuning formula of (39) (or (31) for the integrating models) is performed for injection molding at the set-point temperature of 220 °C. The mold shape is rectangular with a length of 200 mm, width of 150 mm, and thickness of 2 mm. The cycle time for yielding a product with a weight about 27.8 g is 40 s. For illustration, 20 cycles are run to test the achievable control performance. First, the experimental results in terms of the heating-up model and the other two tuning methods of Z-N [30] and Skogestad [32] are shown,
respective, in Figs. 9 and 10. Note that the starting time for each test is taken in terms of that all the three zone temperatures have been simultaneously maintained around 220 °C, and only filtered temperature responses are shown for clarity. Then, with the same tuning parameters, the experimental results in terms of the identified stable and integrating models from the relay test are shown, respectively, in Figs. 11 and 12. It can be seen that with both types of the zone models obtained from the relay tests, the zone temperatures are well maintained within the error band of ±0.5 °C, except for the initial load-disturbance response for injection molding. Besides, it is seen that the temperature responses in terms of the heating-up integrating models are somewhat oscillatory as compared to using the stable and integrating models from the relay tests, due to less accuracy of representing the process-response characteristics around the set-point temperature of 220 °C, but are still acceptable from a practical view.

VI. CONCLUSION

For temperature-control design, an identification method based on the step response has been proposed for obtaining the heating-up model, and another identification method based on a relay test around the set-point temperature has been given for obtaining the model of stable or integrating type for load-disturbance rejection. Both identification methods are capable of good robustness against measurement noise. A united control scheme based on the IMC structure has been proposed for both heating-up and steady-state load-disturbance rejection, which is capable of no overheating (i.e., temperature overshoot) for heating-up. Analytical controller-design formulas and quantitative tuning guidelines have been given for implementation of the desirable heating-up response and load-disturbance response, together with robust tuning constraints to accommodate for process uncertainties. The application to the barrel-temperature control of an injection-molding machine has well demonstrated the effectiveness of the proposed identification methods and control scheme.
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