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Abstract

This paper presents a simple but powerful extension of the maximum margin clustering (MMC) algorithm that optimizes multivariate performance measure specifically defined for clustering, including Normalized Mutual Information, Rand Index and F-measure. Different from previous MMC algorithms that always employ the error rate as the loss function, our formulation involves a multivariate loss function that is a non-linear combination of the individual clustering results. Computationally, we propose a cutting plane algorithm to approximately solve the resulting optimization problem with a guaranteed accuracy. Experimental evaluations show clear improvements in clustering performance of our method over previous maximum margin clustering algorithms.

I. Introduction

Recently, maximum margin clustering (MMC) has attracted considerable interests in the data mining and machine learning communities [18], [19], [20], [23], [26], [27], [24]. The key idea of MMC is to extend the maximum margin principle of support vector machines (SVM) to the unsupervised learning scenario. Given a set of data samples, MMC performs clustering by labeling the samples such that the SVM margin obtained is maximized over all possible cluster labelings. Recent studies have demonstrated its superior performance over conventional clustering methods.

Existing maximum margin clustering algorithms all directly adopt the formulation of support vector machines. Specifically, the (regularized) hinge loss is minimized with respect to both the data labels and separating hyperplane. In a classification problem, the classification error is an obvious performance measure, and the hinge loss, which upper bounds the classification error, is thus well justified to be used as the loss function. However, its justification for use in clustering is not so clear. Often, the objective of clustering is not on learning the exact labels. Instead, a good clustering solution should minimize the intra-cluster variance and maximize the inter-cluster variance. The most suitable and well-defined performance measures for clustering include the Normalized Mutual Information [28], Rand Index [13] and F-measure [12]. Empirical studies show that MMC optimized for the error rate may have suboptimal performance in terms of the Rand Index (or NMI, F-measure) [26]. Indeed, despite the battery of clustering algorithms that have been proposed, we are not aware of any clustering algorithm (not necessarily based on MMC) that can directly optimize clustering-specific performance measures. So, a natural question is: Why do we minimize a loss function that is defined for classification, instead of directly minimizing those loss functions that are specifically defined for measuring clustering performance?

Recently, a similar observation has also been made in the context of ranking. Consequently, researchers in the ranking community have proposed algorithms that directly optimize the ranking performance measures such as the mean average precision (MAP) [21] and the normalized discounted cumulative gain (NDCG) [1], [10]. In this paper, we reformulate maximum margin clustering so that loss functions that are defined for clustering can be explicitly optimized in the objective function. However, different from the error rate, these clustering-specific loss functions cannot be decomposed linearly into a sum of loss functions over the individual examples. Instead, they are non-linear combinations of the individual clustering results.

Besides, as the pattern labels are unknown in a cluster-
ing problem, the resulting optimization problem contains an exponential number of constraints. In this paper, we propose an efficient algorithm for solving the resulting optimization problem based on the cutting plane algorithm [8], [17]. As will be shown in the sequel, one can construct a nested sequence of successively tighter relaxations of the original problem, and each optimization problem in this sequence can be efficiently solved as a quadratic programming problem by using the constrained concave-convex procedure (CCCP) [16]. A key issue to the success of this approach is that the most violated constraint in each cutting plane iteration can be found efficiently. Experimental evaluations on toy and real-world data sets show that the proposed method outperforms existing maximum margin clustering algorithms in terms of these clustering-specific performance measures.

The rest of this paper is organized as follows. In Section 2, we first review the basics of maximum margin clustering and performance measures widely used in clustering. The formulation of MMC with clustering-specific loss functions is presented in Section 3. Section 4 presents the experimental results on several toy and real-world data sets, followed by some concluding remarks in Section 5.

II. Review

A. Maximum Margin Clustering

As briefly introduced in Section I, the key idea of maximum margin clustering (MMC) is to extend the maximum margin principle from supervised learning to unsupervised learning. In the two-cluster case, given a set of examples \( \mathcal{X} = \{x_1, \ldots, x_n\} \), MMC aims at finding the best label combination \( y = \{y_1, \ldots, y_n\} \in \{-1, +1\}^n \) such that an SVM trained on \( \{\{x_1, y_1\}, \ldots, \{x_n, y_n\}\} \) will yield the largest margin. Although it is indeed possible to extend our approach to the multi-class case [20], [26], the extension is not simple and for ease of presentation we focus on simple two class clustering in this paper. Binary clustering is still a reasonably well-motivated problem, as binary clustering algorithms can play an important part in hierarchical clustering.

Computationally, MMC solves the following optimization problem [26]:

\[
\min_{y \in \{\pm 1\}^n} \min_{w,b, \xi} \frac{1}{2} w^T w + \frac{C}{n} \sum_{i=1}^{n} \xi_i \tag{1}
\]

\[
\text{s.t.} \quad \forall i \in \{1, \ldots, n\} : \quad y_i [w^T \phi(x_i) + b] \geq 1 - \xi_i, \quad \xi_i \geq 0,
\]

\[
-l \leq \sum_{i=1}^{n} [w^T \phi(x_i) + b] \leq l.
\]

where the data samples \( \mathcal{X} \) are mapped into a high (possibly infinite) dimensional feature space using a possibly nonlinear function \( \phi(x) \), and by using the kernel trick, this mapping could be done implicitly. Specifically, we define the kernel matrix \( K \) formed from the inner products of feature vectors, such that \( K_{ij} = \phi(x_i)^T \phi(x_j) \), and transform the problem such that \( \phi(x) \) only appears in the inner product. However, in those cases where kernel trick cannot be applied, if we still want to use a nonlinear kernel, it is possible to compute the coordinates of each sample in the kernel PCA basis [14] according to the kernel \( K \). More directly, as stated in [2], one can also compute the Cholesky decomposition of the kernel matrix \( K = \tilde{X} \tilde{X}^T \), and set \( \phi(x_i) = (\tilde{X}_{i,1}, \ldots, \tilde{X}_{i,n})^T \). For notational simplicity, we will use \( x \) instead of \( \Phi(x) \) in the sequel.

The last constraint in (1) is often called the class balance constraint, and \( l > 0 \) is a constant controlling the class imbalance. More precisely, this constraint is a relaxation of the integer constraint \( -l \leq \sum_{i=1}^{n} y_i \leq l \), and is widely used in maximum margin clustering [25], [26] and spectral clustering [15]. Specifically, this constraint prevents the trivially “optimal” solution that assigns all patterns to the same class and thus achieves “infinite” margin. It also avoids the unwanted solution of separating a single outlier or a very small group of samples from the rest of the data.

B. Performance Measures in Clustering

In this section, we review three performance measures that have been widely used in clustering, namely, Normalized Mutual Information (NMI), Rand Index and the F-measure.

The NMI measures the clustering quality from an information-theoretic perspective. In the context of clustering, let \( \mathcal{C} = \{c_1, c_2, \ldots, c_k\} \) be the set of clusters obtained on the \( n \) samples, and \( \mathcal{L} = \{l_1, l_2, \ldots, l_m\} \) be the set of true class labels. Moreover, let \( P(c_i) \), \( P(l_j) \), and \( P(c_i \cap l_j) \) be the probabilities of an example in cluster \( c_i \), class \( l_j \), and the intersection of \( c_i \) and \( l_j \), respectively. Then, NMI is defined as [28]:

\[
NMI(\mathcal{C}, \mathcal{L}) = \frac{I(\mathcal{C}, \mathcal{L})}{\sqrt{H(\mathcal{C})H(\mathcal{L})}}, \tag{2}
\]

where

\[
I(\mathcal{C}, \mathcal{L}) = \sum_{i=1}^{k} \sum_{j=1}^{m} P(c_i \cap l_j) \log \frac{P(c_i \cap l_j)}{P(c_i)P(l_j)}
\]

\[
= \frac{1}{n} \sum_{i=1}^{k} \sum_{j=1}^{m} |c_i \cap l_j| \log \frac{|c_i \cap l_j|}{|c_i ||l_j|} \tag{3}
\]
is the mutual information between $\mathcal{C}$ and $\mathcal{L}$, and
\[
H(\mathcal{C}) = -\sum_{i=1}^{k} P(\mathcal{C}_i) \log P(\mathcal{C}_i) = -\sum_{i=1}^{k} \frac{|\mathcal{C}_i|}{n} \log \frac{|\mathcal{C}_i|}{n}
\] (4)
is the entropy of $\mathcal{C}$. A higher NMI value indicates better clustering quality.

On the other hand, the Rand Index views clustering as a series of decisions, one for each of the $\frac{1}{2} n(n - 1)$ pairs of examples in the data set $\mathcal{X}$. Ideally, a clustering algorithm should assign two examples to the same cluster if and only if they are similar. Thus, there are four possible scenarios for each assignment. A true positive (TP) decision assigns two similar examples to the same cluster, and a true negative (TN) decision assigns two dissimilar examples to different clusters; while a false positive (FP) decision assigns two dissimilar examples to the same cluster, and a false negative (FN) decision assigns two similar examples to different clusters. The Rand index (RI) then measures the percentage of correct decisions, as:
\[
RI = \frac{TP + TN}{TP + FP + FN + TN}.
\] (5)
As with NMI, higher values indicate higher quality.

A potential problem with the Rand index is that it gives equal weights to false positives and false negatives. However, in many real-world applications, having dissimilar examples in the same cluster is often less undesirable than separating similar examples into different clusters. To alleviate this problem, the $F$ measure introduces a user-defined parameter $\beta$ to penalize false negatives more strongly than false positives. Specifically, it is defined as
\[
F_\beta = \frac{(\beta^2 + 1)PR}{\beta^2 P + R},
\] (6)
where $\beta \geq 1$, and
\[
P = \frac{TP}{TP + FP}, \quad R = \frac{TP}{TP + FN}
\] (7)
are the precision and recall, respectively.

### III. Maximum Margin Clustering with Multivariate Loss Function

As can be seen from (1), MMC (as in the standard SVM) uses the hinge loss, which is an upper bound of the classification error. However, the objective of clustering is often not on learning the exact labels, and therefore the error rate may not be suitable. In this section, we consider a direct optimization of the performance measures for clustering, including the Normalized Mutual Information, Rand Index and $F$-measure.

However, one advantage of using the hinge loss as the loss function is that it can be decomposed linearly as a combination of loss functions over all the examples. Specifically, let $\Delta(h(\mathcal{X}), y)$ be the loss function that measures the disagreement between hypothesis $h(\mathcal{X})$ and the learned labels $y$. Then,
\[
\Delta_{\text{hinge-loss}}(h(\mathcal{X}), y) = \sum_{i=1}^{n} \Delta_{\text{hinge-loss}}(h(x_i), y_i).
\]
However, the aforementioned performance measures for clustering cannot be decomposed this way. For example, to compute NMI, we need to have complete information of the entire clustering result. In fact, these measures are nonlinear combinations of the individual clustering results. To employ the performance measures defined for clustering as the loss function in maximum margin clustering, we need to design algorithms that finds the hypothesis $h(\mathcal{X})$ which minimizes $\Delta(h(\mathcal{X}), y)$ over the entire data set $\mathcal{X}$.

In this paper, we present a new formulation of maximum margin clustering that directly optimizes multivariate performance measures defined for clustering (Section III-A). Specifically, we build upon the approach used by [5], [4] for optimizing multivariate performance measures for classification. Unlike the supervised problem, however, maximum margin clustering with multivariate loss function is formulated as a non-convex integer programming problem and requires a substantially extended algorithm, which we describe in Section III-B.

#### A. Multivariate Prediction Rule

Conventionally, maximum margin clustering defines hypothesis $h$ as a univariate function from a single example $x$ to its corresponding label $y \in \{-1, +1\}$: $h : \mathcal{X} \rightarrow \mathcal{Y}$. This hypothesis is suitable for loss functions that can be decomposed as linear combinations over the examples, such as the error rate. However, for loss functions involving nonlinear combinations of the individual clustering results, this decomposition is no longer possible. Therefore, to employ those performance measures defined specifically for clustering as the loss function in maximum margin clustering, we need to consider a multivariate hypothesis $\tilde{h}$ that maps a tuple of examples $\bar{x} = (x_1, \ldots, x_n) \in \mathcal{X} \times \cdots \times \mathcal{X}$ to a tuple of labels $\bar{y} = (y_1, \ldots, y_n) \in \{-1, +1\}^n$.

To implement this multivariate mapping, a generalized linear model
\[
f(\bar{x}, \bar{y}) = w^T \Psi(\bar{x}, \bar{y})
\] (8)
is employed to decode the top-scoring output $\tilde{h}_w(\bar{x}) = \arg \max_{\bar{y} \in \mathcal{Y}} f(\bar{x}, \bar{y})$ for $\bar{x}$. Here, $w$ is a parameter vector as in the conventional formulation of MMC, and $\Psi$ is a function that returns a feature vector measuring the match between tuples $\bar{x} = (x_1, \ldots, x_n)$ and $\bar{y} = (y_1, \ldots, y_n)$. 
For maximum margin clustering, we define $\Psi$ as

$$\Psi(\bar{x}, \bar{y}) = \sum_{i=1}^{n} y_i x_i.$$  \hfill (9)

The multivariate prediction rule $\bar{h}$ allows us to reformulate maximum margin clustering to enable the inclusion of a sample-based multivariate loss function $\Delta(h(\bar{x}), \bar{y})$, instead of an example-based loss function $\Delta(h(x), y)$ that is only suitable for decomposable loss functions. For a non-negligible multivariate loss function $\Delta$, we can reformulate maximum margin clustering as the following optimization problem:

$$\begin{align*}
\min_{\bar{w}, \xi} & \quad \frac{1}{2} w^T \bar{w} + C \xi \\
\text{s.t.} & \quad \forall \bar{y}' \in \bar{y} : w^T [\Psi(\bar{x}, \bar{y}) - \Psi(\bar{x}, \bar{y}')] \geq \Delta(\bar{y}', \bar{y}) - \xi, \\
& \quad \xi \geq 0, \\
& \quad -l \leq \sum_{i=1}^{n} w^T x_i \leq l.
\end{align*}$$  \hfill (10)

Recall that the optimal label vector $\bar{y}$ is given by

$$\begin{align*}
\bar{y} &= \arg \max_{\bar{y}' \in \bar{y}} \{ w^T \Psi(\bar{x}, \bar{y}') \} \\
&= \arg \max_{\bar{y}' \in (-1,+1)^n} \sum_{i=1}^{n} y'_i w^T x_i,
\end{align*}$$  \hfill (11)

since each $y_i$ can be optimized individually. Thus, we have $\forall i \in \{1, \ldots, n\} : \bar{y}_i = \text{sgn}(w^T x_i)$, and the corresponding value for $w^T \Psi(\bar{x}, \bar{y})$ is $\sum_{i=1}^{n} w^T x_i$. Inserting $\bar{y}_i = \text{sgn}(w^T x_i)$ into problem (10), performing maximum margin clustering with the multivariate loss function $\Delta$ can therefore be equivalently formulated as

$$\begin{align*}
\min_{w, \xi} & \quad \frac{1}{2} w^T w + C \xi \\
\text{s.t.} & \quad \forall \bar{y}' \in \bar{y} : \\
& \quad \sum_{i=1}^{n} |w^T x_i| - \sum_{i=1}^{n} y'_i w^T x_i \geq \sum_{\bar{y}' \in \bar{y}} \Delta(\bar{y}', \bar{y}) - \xi, \\
& \quad \xi \geq 0, \\
& \quad -l \leq \sum_{i=1}^{n} w^T x_i \leq l,
\end{align*}$$  \hfill (12)

where $z_{\bar{y}} = \prod_{i=1}^{n} I(\bar{y}_i = \text{sgn}(w^T x_i))$ (with $I(\cdot)$ being the indicator function) selects the optimal $\bar{y}$ out from the summation.

### B. Cutting Plane Algorithm

The major difficulty with problem (12) lies in the fact that there are an exponential number of constraints involved. For each admissible tuple $\bar{y}' \in \{-1,+1\}^n$, a corresponding constraint (13) must be satisfied. The massive amount of constraints renders solving the problem exactly very time demanding. Therefore, the algorithm we propose in this paper targets to find an approximate solution to problem (12) with user-defined precision $\epsilon$. That is to say, the approximate solution we seek satisfies all the constraints in problem (12) up to precision $\epsilon$, where $\epsilon$ can be arbitrarily small. Technically, the algorithm finds a small subset of constraints from the whole set of constraints in problem (12) that ensures a sufficiently accurate solution. Specifically, we employ an adaptation of the cutting plane algorithm [8], [6], [17], [5], [26], where we construct a nested sequence of successively tighter relaxations of problem (12). Computationally, the cutting plane algorithm keeps a subset $\Omega$ of working constraints and computes the optimal solution to problem (12) subject to the constraints in $\Omega$. The algorithm then adds the most violated constraint for problem (12) into $\Omega$. In this way, a successively strengthening approximation of the original maximum margin clustering with the multivariate loss function is constructed by a cutting plane that cuts off the current optimal solution from the feasible set [8]. The algorithm stops when no constraint in (12) is violated by more than $\epsilon$.

The cutting plane algorithm for solving problem (12) is presented in Algorithm 1. There are two steps involved in the main procedure: solving problem (12) subject to the constraint subset $\Omega$ and finding the most violated constraint. We will elaborate on these two steps in the following sections.

**Algorithm 1 Cutting plane algorithm for maximum margin clustering with multivariate loss function.**

**Initialize:** Constraint subset $\Omega = \emptyset$.  
**repeat**

Solve problem (12) for $w$ under the current working constraint set $\Omega$.

Select the most violated constraint $\bar{y}'$ and set $\Omega = \Omega \cup \{\bar{y}'\}$.

**until** the newly selected constraint $\bar{y}'$ is violated by no more than $\epsilon$.

1) **Optimization via the CCCP:** In each iteration of the cutting plane algorithm, we need to solve problem (12) to obtain the optimal hypothesis $\bar{h}$ under the current working constraint subset $\Omega$. Although the objective function in (12) is convex, the constraints are not, and this makes problem (12) difficult to solve. Fortunately, the constrained concave-convex procedure (CCCP) is just designed to solve those optimization problems with a concave-convex objective function under concave-convex constraints [22], [16].

Specifically, the concave-convex procedure (CCP) [22] is a method for solving non-convex optimization problem
whose objective function could be expressed as a difference of convex functions. It can be viewed as a special case of variational bounding [7] and related techniques including lower/upper bound maximization (minimization) [11], surrogate functions and majorization [9]. While in [22] the authors only considered linear constraints, Smola et al. [16] proposed a generalization, the constrained concave-convex procedure (CCCP), for problems with a concave-convex objective function under concave-convex constraints.

Assume we are solving the following optimization problem [16]
\[
\min_z f_0(z) - g_0(z) \\
\text{s.t. } f_i(z) - g_i(z) \leq c_i \quad i = 1, \ldots, n
\]
where \(f_i\) and \(g_i\) are real-valued convex functions on a vector space \(\mathcal{Z}\) and \(c_i \in \mathbb{R}\) for all \(i = 1, \ldots, n\). Denote by \(T_i\{f, z\}\) the first order Taylor expansion of \(f\) at location \(z\), that is \(T_i\{f, z\}(z') = f(z) + \partial_z f(z)(z' - z)\), where \(\partial_z f(z)\) is the gradient of the function \(f\) at \(z\). For non-smooth functions, it can be easily shown that the gradient \(\partial_z f(z)\) would be replaced by the subgradient [3]. Given an initial point \(z_0\), the CCCP computes \(z_{t+1}\) from \(z_t\) by replacing \(g_i(z)\) with its first-order Taylor expansion at \(z_t\), i.e., \(T_i\{g_i, z_t\}(z)\), and setting \(z_{t+1}\) to the solution to the following relaxed optimization problem
\[
\min_z f_0(z) - T_i\{g_i, z_t\}(z) \\
\text{s.t. } f_i(z) - T_i\{g_i, z_t\}(z) \leq c_i \quad i = 1, \ldots, n
\]
The above procedure continues until \(z_t\) converges, and Smola et al. [16] proved that the CCCP is guaranteed to converge.

For problem (12), both the objective function and class balance constraint are convex. Moreover, constraint (13) is, although non-convex, the difference of two convex functions. Notice that while \(\sum_{i=1}^n |w^T x_i| - \sum_{\gamma \in \{-1, +1\}^n} z_\gamma \Delta(y', \gamma)\) is convex, it is a non-smooth function of \(w\). To use the CCCP, we need to calculate the subgradients:
\[
\partial_w \left\{ \sum_{i=1}^n |w^T x_i| - \sum_{\gamma \in \{-1, +1\}^n} z_\gamma \Delta(y', \gamma) \right\} = \sum_{i=1}^n \text{sgn}(w^T x_i) x_i
\]
Given an initial point \(w_0\), the CCCP computes \(w_{t+1}\) from \(w_t\) by replacing \(\sum_{i=1}^n |w^T x_i| - \sum_{\gamma \in \{-1, +1\}^n} z_\gamma \Delta(y', \gamma)\) in constraint (13) with its first-order Taylor expansion at \(w_t\), i.e.,
\[
\sum_{i=1}^n |w^T x_i| - \sum_{\gamma \in \gamma'} z_\gamma \Delta(y', \gamma) + \sum_{i=1}^n \text{sgn}(w_i^T x_i)(w - w_i)^T x_i
\]
By substituting the above first-order Taylor expansion into problem (12), we obtain the following quadratic programming (QP) problem:
\[
\min_{w, \xi} \frac{1}{2} w^T w + C \xi
\]
subject to constraint (17). The above QP problem can be solved in polynomial time. Following the CCCP, the obtained solution \((w, \xi)\) from this QP problem is then used as \((w_{t+1}, \xi_{t+1})\), and the iteration continues until convergence. The algorithm for solving problem (12) subject to the constraint subset \(\Omega\) is summarized in Algorithm 2. As for its termination criterion, we check if the difference in objective values from two successive iterations is less than \(\alpha\%\) (which is set to 0.01 in the experiments).

**Algorithm 2** Solve problem (12) subject to constraint subset \(\Omega\) via the CCCP.

**Initialize** \(w_0\).

**repeat**

Obtain \((w, \xi)\) as the solution to the quadratic programming problem (17).

Set \(w_{t+1} = w\) and \(t = t + 1\).

**until** the stopping criterion is satisfied.

2) The Most Violated Constraint: In each iteration of the cutting plane algorithm, we need to locate the most violated constraint. Here, the feasibility of a constraint is measured by the corresponding value of \(\xi\). Therefore, the most violated constraint is the one that would result in the largest \(\xi\), i.e.,
\[
\max_{y' \in \{-1, +1\}^n} \sum_{i=1}^n y'_i w^T x_i + \Delta(y', \gamma)\]
where \(\gamma\) is the optimal label vector in (11). The tuple of labels \(\gamma^*\) can take an exponential number of different values, and this renders an exhaustive search over all \(\gamma^* \in \{-1, +1\}^n\) infeasible. Luckily, as in [5], the performance measures defined for clustering can all be computed from the contingency table (Table I).

In the following, we show how the performance measures for clustering can be calculated from the contingency table.
Table I. Contingency table for binary clustering.

<table>
<thead>
<tr>
<th></th>
<th>y = 1</th>
<th>y = -1</th>
</tr>
</thead>
<tbody>
<tr>
<td>y' = 1</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>y' = -1</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

Normalized Mutual Information: Using the definition of Normalized Mutual Information in (2), it can be computed from the contingency table as

\[
NMI = \frac{\log \left( \frac{an}{(a+c)(a+b)} \right) + \log \left( \frac{bn}{(b+d)(a+b)} \right) + \log \left( \frac{cn}{(a+c)(c+d)} \right) + \log \left( \frac{dn}{(b+d)(c+d)} \right)}{\sqrt{\left( \frac{(a+c) \log \frac{a+c}{n} + (b+d) \log \frac{b+d}{n} \right)^2 + \left( \frac{(a+b) \log \frac{a+b}{n} + (c+d) \log \frac{c+d}{n} \right)^2}}.}
\]

The corresponding loss function is then defined as \(\Delta_{NMI} = 1 - NMI\).

Rand Index: Unlike NMI, the computation of Rand index is more complicated as it considers whether each pair of examples are correctly grouped together or not. Recall that from Table I, there are two clusters obtained, one for \(y' = 1\) and the other for \(y' = -1\). For the cluster corresponding to \(y' = 1\), \(a\) patterns have true label \(y = 1\) while \(b\) patterns have true label \(y = -1\). Let \(mC_2 = \frac{m(m-1)}{2}\). There are thus a total of \(aC_2 + bC_2 + ab\) pattern pairs in this cluster, of which \(aC_2 + bC_2\) pairs are true positives (i.e., pattern pairs that should be and are in the same cluster), while \(ab\) pairs are false positives (i.e., patterns pairs that are in the same cluster but should be in different clusters). Similarly, for the obtained cluster corresponding to \(y' = -1\), \(cC_2 + dC_2\) pairs are true positives, while \(cd\) pairs are false positives. Hence,

\[TP = aC_2 + bC_2 + cC_2 + dC_2,\]

and

\[FP = ab + cd.\]

Similarly, \(TN\) counts the number of pattern pairs that should be and are in different clusters, and it is obvious that

\[TN = ad + bc.\]

Analogously, we also have

\[FN = ac + bd.\]

Hence, the Rand Index in (5) can be computed from the contingency table as:

\[RI = \frac{aC_2 + bC_2 + cC_2 + dC_2}{a+b+c+dC_2}.\]

Similar to the NMI, we define the corresponding loss function as \(\Delta_{RI} = 1 - RI\).

F-measure: Similar to the Rand Index, we first need to compute the precision and recall. Using (7) and the equations for \(TP, FP, TN, FN\) above, these can be computed from the contingency table as:

\[P = \frac{aC_2 + bC_2 + cC_2 + dC_2}{aC_2 + bC_2 + cC_2 + dC_2 + ab + cd};\]

\[R = \frac{aC_2 + bC_2 + cC_2 + dC_2}{aC_2 + bC_2 + cC_2 + dC_2 + ac + bd}.\]

The \(F_\beta\) score can therefore be computed using (6), as

\[F_\beta = \frac{(\beta^2 + 1)s}{\beta^2(s + ac + bd) + (s + ab + cd)};\]

where \(s = aC_2 + bC_2 + cC_2 + dC_2\). In particular, note that (19) is different from the computation of the \(F_\beta\) score in [5], as we are considering example pairs in this clustering context. The corresponding loss function is defined as \(\Delta_{FMeasure} = 1 - F_\beta\). Thus, all the performance measures designed for clustering can be directly computed from the contingency table.

The computation of argmax can be achieved by scanning all different contingency tables. Since the elements in the contingency table satisfies the conditions: \(a + c = \#(y = 1)\) and \(b + d = \#(y = -1)\), there are only \(O(n^2)\) different contingency tables for a binary clustering problem with \(n\) examples. Therefore, the loss function introduced in Section II-B can take at most \(O(n^2)\) different values. Specifically, we denote the loss function value that is computed from the contingency table as \(\Delta(a, b, c, d)\). Our algorithm for locating the most violated constraint iterates over all possible contingency tables. Let \(y_{abcd}^n\) be the set containing all tuples \(y \in \{-1, +1\}^n\) that results in contingency table \((a, b, c, d)\) [5]. As the value of \(\Delta(a, b, c, d)\) is the same for all tuples in \(y_{abcd}^n\), maximization over \(y_{abcd}^n\) can be calculated as

\[\hat{y}_{abcd} = \arg \max_{y' \in y_{abcd}^n} \sum_{i=1}^n y'_i w^T x_i.\]

The above objective function is a linear combination over the individual examples. Therefore, the solution \(\hat{y}_{abcd}\) can be computed elementwise. Specifically, for a particular contingency table \((a, b, c, d)\), denote the set of examples with \(y = 1\) as \(X_+\) and the set of examples with \(y = -1\) as \(X_-\). The maximum value of \(\sum_{i=1}^n y'_i w^T x_i\) is achieved when the \(a\) examples from \(X_+\) with the largest values of \(w^T x_i\) are classified as positive, and the \(d\) examples from \(X_-\) with the lowest values of \(w^T x_i\) are classified as
negative. Finally, the overall argmax can be computed by maximizing over the stratified maxima plus their constant loss $\Delta(a,b,c,d)$ in $O(n^2)$ time [5].

C. Accuracy of the Cutting Plane Algorithm

The cutting plane algorithm selects a subset of constraints from the whole set of constraints in problem (12) and calculates an approximate solution. The following theorem characterizes the accuracy of the solution returned by the proposed algorithm.

Theorem 1: For any data set $X = (x_1, \ldots, x_n)$ and any $\epsilon > 0$, the cutting plane algorithm returns a point $(w, \xi)$ for which $(w, \xi + \epsilon)$ is feasible in problem (12).

Proof: The cutting plane algorithm terminates when the newly selected constraint satisfies the inequality

$$\forall y' \in Y : w^T[\Psi(x, y') - \Psi(x, y')] \geq \Delta(y', y) - (\xi + \epsilon). \quad (20)$$

If this holds, then since the newly selected constraint is the most violated one, all the other constraints will also satisfy inequality (20). Therefore, if $(w, \xi)$ is the solution returned by the proposed algorithm, then $(w, \xi + \epsilon)$ is a feasible solution to problem (12).

According to Theorem 1, $\epsilon$ indicates how close one wants the error rate of the best hypothesis to be, and it can thus be used as a stopping criterion.

D. Links with Conventional MMC

Denote the conventional maximum margin clustering with loss function being the error rate as MMC$_{uni}$, and the formulation proposed in this paper as MMC$_{multi}$. It would be interesting to study the relationship between these two formulations of maximum margin clustering. Specifically, we have the following theorem:

Theorem 2: When using the error rate as the loss function, MMC$_{uni}$ arises as a special case of MMC$_{multi}$.

Proof: (sketch) For MMC$_{multi}$ with loss function being error rate, define $\Delta = 2\text{error}$ [5]. Specifically, we can show that for every $w$, the smallest feasible $\xi_i$ and $\sum_{i=1}^n \xi_i$ are related by $\xi = 2\sum_{i=1}^n \xi_i$. By selecting $C_{multi} = C_{uni}/2$, the two optimization problems have the same objective value and an equivalent set of constraints.

IV. Experiments

In this section, we study the clustering performance of the maximum margin clustering with multivariate loss function algorithm on several data sets. All the experiments are performed with MATLAB 7.0 on a 1.66GHz Intel CoreTM2 Duo PC running Windows XP with 1.5GB main memory.

A. Data Sets

We use six data sets which are selected to cover a wide range of properties: ionosphere, digits, letter and satellite (from the UCI repository), ringnorm$^1$ and 20 newsgroup$^2$. For the digits data, we follow the experimental setup of [26] and focus on those pairs (3 vs 8, 1 vs 7, 2 vs 7, and 8 vs 9) that are difficult to differentiate. For the letter and satellite data sets, there are multiple classes and we use their first two classes only [26]. For the 20-newsgroup data set, we choose the topic rec which contains autos, motorcycles, baseball and hockey from the version 20-news-18828. We preprocess the data in the same manner as in [29] and obtain 3970 document vectors in a 8014-dimensional space. Similar to the digits data set, we focus on those pairs (autos vs. motorcycles (Text-1), and baseball vs. hockey (Text-2)) that are difficult to differentiate. A summary of all these data sets is in Table 2.

<table>
<thead>
<tr>
<th>Data</th>
<th>Size</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>digits1v7</td>
<td>361</td>
<td>64</td>
</tr>
<tr>
<td>digits2v7</td>
<td>356</td>
<td>64</td>
</tr>
<tr>
<td>digits3v8</td>
<td>357</td>
<td>64</td>
</tr>
<tr>
<td>digits8v9</td>
<td>354</td>
<td>64</td>
</tr>
<tr>
<td>ionosphere</td>
<td>1000</td>
<td>20</td>
</tr>
<tr>
<td>letterAvB</td>
<td>1555</td>
<td>16</td>
</tr>
<tr>
<td>satellite</td>
<td>2236</td>
<td>36</td>
</tr>
<tr>
<td>Text-1</td>
<td>1980</td>
<td>8014</td>
</tr>
<tr>
<td>Text-2</td>
<td>1989</td>
<td>8014</td>
</tr>
</tbody>
</table>

B. Clustering Performance

Besides our MMC$_{multi}$ algorithm, we also implement some other competitive algorithms and present their results for comparison. Specifically, we use K-Means (KM) and Normalized Cut (NC) [15] as baselines, and also compared with the Maximum Margin Clustering algorithm proposed in [26] which achieves state-of-the-art clustering accuracy among all MMC algorithms. For notational convenience, we denote this algorithm as MMC$_{uni}$. For k-means, the cluster centers are initialized randomly. For NC, the implementation is the same as in [15], and the width of the Gaussian kernel is set by exhaustive search from the grid $\{0.1\sigma_0, 0.2\sigma_0, \ldots, \sigma_0\}$, where $\sigma_0$ is the range of distance between any two data points in the dataset. Moreover, for MMC$_{uni}$, the implementation is

$^1$http://ida.first.fraunhofer.de/projects/bench/
$^2$http://people.csail.mit.edu/jrennie/20Newsgroups/
the same as in [26]. For MMC\textsubscript{uni} and MMC\textsubscript{multi}, a linear kernel is employed and parameters are selected via grid search using the same grid. For \textit{k-means}, MMC\textsubscript{uni} and MMC\textsubscript{multi}, we present the results averaged over 50 random runs.

Table 3 shows the results for \textit{Normalized Mutual Information} on the various data sets. As can be seen, our algorithm MMC\textsubscript{multi} outperforms other competing algorithms on almost all data sets. Similarly, Table 4 also demonstrates the advantage of MMC\textsubscript{multi} over other clustering algorithms in terms of the \textit{Rand Index}. For the $F$-measure, we set $\beta = 1.5$ and provide the clustering results in Table 5. Again, it is clear that MMC\textsubscript{multi} achieves higher $F_\beta$. Clearly, experimental results shown in Table 3,4,5 demonstrate the advantage of MMC\textsubscript{multi} in clustering accuracy over competing algorithms. Moreover, while MMC\textsubscript{uni} may sometimes be inferior to NC (say, e.g. on \textit{ionosphere} and \textit{ringnorm} in table 3), MMC\textsubscript{multi} is always the best.

### C. CPU Time

One potential concern on MMC\textsubscript{multi} is that its improvement on clustering accuracy might come from sacrificing time efficiency. Here, we compare the CPU time of MMC\textsubscript{multi} (using $\bar{\Delta}_R I$) with the \textit{maximum margin clustering} algorithm in [26], which is so far the most efficient MMC algorithm. As shown in Figure 1, the speed of MMC\textsubscript{multi} is comparable to that of MMC\textsubscript{uni}. Indeed, MMC\textsubscript{multi} even converges faster than MMC\textsubscript{uni} on several data sets. However, unlike MMC\textsubscript{uni} which can only employ the error rate as the loss function, MMC\textsubscript{multi} can handle much more complicated loss functions.

### V. Conclusions

We propose \textit{maximum margin clustering} (MMC) that directly optimizes multivariate performance measure defined for clustering, including \textit{Normalized Mutual Information}, \textit{Rand Index} and $F$-measure. To tackle the exponential number of constraints involved in the optimization problem, we employ \textit{cutting plane} algorithm to efficiently solve the problem. Preliminary theoretical analysis of the

<table>
<thead>
<tr>
<th>Table III. Normalized Mutual Information comparisons.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
</tr>
<tr>
<td>digits1v7</td>
</tr>
<tr>
<td>digits2v7</td>
</tr>
<tr>
<td>digits3v8</td>
</tr>
<tr>
<td>digits8v9</td>
</tr>
<tr>
<td>ionosphere</td>
</tr>
<tr>
<td>ringnorm</td>
</tr>
<tr>
<td>letterAvB</td>
</tr>
<tr>
<td>satellite</td>
</tr>
<tr>
<td>Text-1</td>
</tr>
<tr>
<td>Text-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table IV. Rand Index comparisons.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
</tr>
<tr>
<td>digits1v7</td>
</tr>
<tr>
<td>digits2v7</td>
</tr>
<tr>
<td>digits3v8</td>
</tr>
<tr>
<td>digits8v9</td>
</tr>
<tr>
<td>ionosphere</td>
</tr>
<tr>
<td>ringnorm</td>
</tr>
<tr>
<td>letterAvB</td>
</tr>
<tr>
<td>satellite</td>
</tr>
<tr>
<td>Text-1</td>
</tr>
<tr>
<td>Text-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table V. F-measure comparisons (with $\beta = 1.5$).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
</tr>
<tr>
<td>digits1v7</td>
</tr>
<tr>
<td>digits2v7</td>
</tr>
<tr>
<td>digits3v8</td>
</tr>
<tr>
<td>digits8v9</td>
</tr>
<tr>
<td>ionosphere</td>
</tr>
<tr>
<td>ringnorm</td>
</tr>
<tr>
<td>letterAvB</td>
</tr>
<tr>
<td>satellite</td>
</tr>
<tr>
<td>Text-1</td>
</tr>
<tr>
<td>Text-2</td>
</tr>
</tbody>
</table>

![Figure 1. CPU time (in seconds) comparisons of MMC\textsubscript{multi} and MMC\textsubscript{uni}.](image-url)
algorithm is provided, where we show that the formulation for maximum margin clustering proposed in this paper generalizes the conventional MMC. Experimental evaluations show clear improvements in clustering performance of our method over previous maximum margin clustering algorithms.

In the future, we plan to extend the current method to multi-cluster problems. Note that while a direct multi-cluster extension is possible, it is complicated by the fact that it might involve an exponential number of contingency tables while finding the most violated constraint. Therefore, an efficient strategy for searching in this space of contingency tables is required.
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